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Statement by Professor Calvin B. DeWitt to the
Commissioners of the Capitol Area Planning Commission
October 9, 2014

Dear Members of the Commission,

I am Calvin B. DeWitt, Professor Emeritus, and an environmental scientist at the University of
Wisconsin-Madison, whom you know from my earlier presentation to the Commission on August
8, 2014 on “Waubesa Wetlands in Scientific Context.”  Thanks to you, my PowerPoint
presentation on the science of this ecosystem is now accessible on your website
(www.capitalarearpc.org/).

As you know, for three decades I have researched Waubesa Wetlands with my graduate class,
Field Investigations in Wetland Ecology, at UW-Madison.   Spencer Black's column in the
Capital Times on August 20, summarized our research finding well as he wrote, “the Waubesa
wetlands have retained their remarkable ecological value. The area has been protected by the
Nature Conservancy because of its biological importance and has been designated as a State
Natural Area by the Wisconsin Department of Natural Resources.” And “The Wisconsin
Wetlands Association names it as one of our state's “wetland gems.”

I appreciate greatly the opportunity you already have given me to put this jewel in the landscape
into scientific context.  I also appreciate the times the City of Fitchburg has provided me in
describing the larger system of which Waubesa Wetland is a part—a system we are coming to
now and understand as “the Fitchburg-Waubesa Artesian Basin.”  I also appreciate Bill Horns’
response to Spencer Black in the Capital Times on August 28, and especially our shared
appreciation of the time and attention Fitchburg has given this.  But I counter his suggestion that
development of the NEN poses no greater threat than current agricultural practice.  Paving over
poorly cared for soil with urban development is not a solution to poor soil stewardship.  

At one of the two CARPC hearings during your last meeting on September 11, one of the two
applicants said they took seriously the work of the Wisconsin Initiative on Climate Change
Impacts (WICCI) and not develop right up to their borders, leaving space available for adaptation
to foreseen and unforeseen climate change.  This is an expression of the wisdom we need tonight.

I am speaking in opposition to the proposed revision of the Urban Service Area, identified by
Fitchburg as the “Northeast Neighborhood” (NEN), for reasons of climate and related factors.

First, I believe it unwise and unnecessary to press urban development right up to the north and
east boundaries in a city of some 36 square miles whose central core is miles away, because this
would compromise and eliminate the possibility of climate change mitigation for intensified 
rainfall and flood events—and also, consequential ecological and financial losses for the City of
Fitchburg, its neighbors to the east, to Holtzman Marsh and the Waubesa Wetlands gem, and, very
significantly, to the water quality of Lake Waubesa and its hundreds of shoreline residents and
their expensive lakeshore properties.

http://www.capitalarearpc.org/
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In stating my case to you, I need first to describe how the World Meteorological Organization
(WMO) defines what they have been calling “climate normals”—used “as reference points by
climatologists to compare current climatological trends to that of the past.”  The WMO “climate
normal” is defined as “the arithmetic average of a climate element”—like rainfall—over a 30-year
period.  A 30-year period is used, because it is long enough to filter out inter-annual variation, and
short enough to be able to show longer climatic trends. The current “climate normal” period is
calculated from  1 January 1961 to 31 December 1990.

It is a common practice of engineering and planning firms to use this same “climate normal” from
an earlier 30-year period for sizing the needed capacity of rainwater detention and processing
systems—systems they design for what they often call “stormwater management.”  This was the
procedure used here for Fitchburg.  It is important to note that the WMO uses this “a reference
point to compare current climatological trends with the past.”  The firms we employ, however,
uses this for another purpose: to determine the size of retention and treatment systems.

1.  What this means is that planning for floodwater and stormwater for this site does not take into
account the actual experience—from what we actually measure—about the increased intensity of
rainfall events over the past one or two decades.  At typically-used “climate normal” for the
Madison area for the month of June is 4.54 inches for the Madison area.  

However, 
! In 1996 June rainfall was 2.1 times higher at 9.69 inches.
! In 2008 June rainfall was 2.4 times higher at 10.93 inches, and...
! In 2013 June rainfall was 2.4 times higher at 10.86 inches.
! In 2014 June rainfall was 2.1 times higher at 9.55 inches.

But this is not all.

Usually the design is not only based on a 30-year average, it is also based on only 80% of that
figure—according to what is called “best management practice.” This means that rainfall would
have exceeded the capacity of designed retention by 2.7 times for June, 1996.  For 2008 and 2013
June rainfall would exceed the design capacity by a factor of three.  And for 2014 June rainfall
would have exceeded 2.6 times the designed capacity.

If we move from the Madison to Baraboo region for a 10-day period of rainfall that totalled 17
inches in June 2008—as reported by WICCI—in contrast to the 4.54 inch 30-year average design
capacity, we would have rainfall 4.7 times greater than could be handled.—more than 4 and half
times!  These means that 21 per cent of the rainfall would be retained.  And what would happen to
the other 79 per cent?   

For the proposed NEN area, it moves downstream, runs beneath Larsen Road into the Holtzman
Natural Resources Area and the Holtzman Marsh.  There it joins run-off from the Meadowview
subdivision that floods Holtzman Marsh, backing up water from the west and north.  And then in
time it moves south along the east side of Larsen Road to enter Swan Creek near the junction of
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Larsen and Goodland Park Roads.  From there it moves on through Waubesa Wetlands and into
Lake Waubesa, carrying with its load of dissolved and suspended materials and nutrients.

2. The plan for the NEN does not explicitly address the increased intensities in rainfall, as I have
illustrated here for the month of June.  The city and the engineering firms, advisory and planning
agencies at a minimum must use measured rainfalls of the past two decades in doing their design
of rainwater retention and treatment.  And it is vitally important for these entities to hold in
reserve enough land area between them and downstream human and natural communities for
probable future mitigation.

3. Finally, it is necessary to recognize and confront the problem that current rainwater detention
and processing ponds been designed based upon rainfall records of earlier decades.  During high
rainfall events in September of this year, Swan Creek at Lalor Road and County Highway MM
had opaque, coffee-colored flows, and these went on its course into Waubesa Wetlands,
continuing to nourish wide borders of invasive Reed Canary grass along its banks, and then on
into Lake Waubesa.  These systems—designed for an earlier climate with less intense
precipitation events—now also are failing, and their increasing contribution to the degradation of
things downstream needs to become a priority.  

Spenser Black in his column on Waubesa Wetlands reminded us that Dane County is growing
because it is attractive to people and business and that we need to preserve that attractiveness. 
And, saying, “We don't have an alternative for the biological richness of the Waubesa wetlands,”
he concluded:

We should conclude at this point that the far northeast corner of Fitchburg should have its
landscape functions restored, including its prime agricultural land and the wetland area within it
that has been put into agriculture.  It should not become a new Urban Service Area but enhanced
for the ecosystem services it once, and can again, provide.

------------
In the early morning of Thursday, September 4, an intense thunderstorm dropped some three
inches of rain onto the Swan Creek watershed in eastern Fitchburg.  That evening, at 7 pm, I
photographed Swan Creek at Lalor Road, south of Goodland Park Road, and 10 minutes later at
County Hwy MM near its junction with Haight Farm Road.  Swan Creek was in flood stage; its
moving water an opaque chocolate-brown color, with no transparency.  A month ago in my Power
Point on August 8, I presented a photo of Swan Creek at Lalor Road in similar
conditions—conditions of high turbidity and heavy sediment load.

A few weeks earlier I canoed from Lake Waubesa up Swan Creek into Waubesa Marsh, on water
whose turbidity was so great that visibility ranged from 1 inch to zero depth.  This time there had
been no flood, but turbidity was extremely high and visibility extremely low.  As I progressed up
stream a photographer captured the scene.  Swan Creek, as this video documents, is nearly totally
bordered by Reed Canary Grass—a strong indicator of heavy nutrient loading.   A short while
later we entered Murphy Creek, that enters from its largely natural and agricultural watershed,
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also in Fitchburg.  The contrast was great: its water was clear, and it was bordered mostly by
native vegetation such as BlueJoint Grass, with very little Reed Canary.

These observations, and much more, brings me to conclude, reluctantly, that the current practices
for managing stormwater and maintaining reasonable water quality of Swan Creek by Fitchburg,
are not doing what they are intended to do.  I have little reason to question here the good
intentions of the city, with its good record of environmental stewardship.  My assessment
however, is that the city’s current practices are seriously short of their stated goals of responsible
and effective watershed and stream stewardship.

The consequences of the ongoing discharge of these heavily-silted and nutrient-rich waters into
Waubesa Wetlands and Lake Waubesa are unacceptable.  The continued attractiveness of
Waubesa Wetlands and Lake Waubesa are being seriously threatened under existing practices.  To
allow an extension of these and similar practices even while existing practices are ineffective is
unconscionable and it neglects viewing the watershed in the context of its receiving lands and
waters, insults the wider community’s four and more decade stewardship of Waubesa Wetlands
and Lake Waubesa, and is scientifically ungrounded.
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T he World Meteorological Organization (WMO) 
and its predecessor, the International Meteoro-
logical Organization (IMO), have been coordinat-

ing the publication of global climate normals at the 
monthly scale for about 75 years. Member nations 
of the IMO/WMO were first mandated to compute 
climate normals for their respective countries for 
the 1901–30 period, and are required to update these 
climate normals every 30 years, resulting in the 
1931–60 normals and the 1961–90 normals. Since 
1956, the WMO has recommended that each member 
country recompute their 30-year climate normals 
every 10 years. Although some member countries 
do not update their climate normals every decade, 
for ease of comprehension we hereafter refer to the 
recommended decadally updated 30-year average as 
the standard WMO climate normal.

Given substantial evidence (e.g., Solomon et al. 
2007; Milly et al. 2008) indicating that the stationar-
ity of climate statistics can no longer be (and never 
should have been) taken for granted, the justifica-
tion for using a 30-yr normal for describing current 
and future climate conditions has increasingly been 
called into question (e.g., the 2007 Journal of Applied 
Meteorology and Climatology article by Livezey et al., 
hereafter referred to as L07). The key problem is that 
climate normals are calculated retrospectively, but 
are often utilized prospectively. Specifically, climate 
normals are calculated using data from a recent 30-yr 

The Definition of the Standard  
WMO Climate Normal

The Key to Deriving Alternative Climate Normals
by Anthony Arguez and Russell S. Vose

period, but one of their primary utilities is to provide 
stakeholders and decision makers with a metric of 
future climate conditions that can be taken into 
account in long-term planning considerations. The 
utilization of climate normals in this manner ad-
heres to the well-known maxim, “The best predictor 
of future behavior is past behavior.” Implicit in this 
link between the calculation and the utilization of 
climate normals is the notion of stationarity. Weak 
stationarity assumes that the expectation (i.e., the 
mean value) of a variable is time invariant, and that 
second-moment statistics are a function of lag only. 
Significant trends in a time series (as opposed to 
natural fluctuations about a mean state) violate the 
weak stationarity assumption. In turn, if stationar-
ity is violated, a retrospective 30-yr average becomes 
considerably less useful as an indicator of current and 
future climate conditions.

As discussed by WMO (2007), climate normals are 
not only used as predictors of future climate condi-
tions, but are also used to provide a reference value 
for the computation of climate anomalies. For placing 
current climate conditions in a historical perspective 
(i.e., real-time climate monitoring), there are compel-
ling statistical reasons to use climate normals that 
are rarely updated—if at all—so that the meaning of 
a particular anomaly value will be consistent across 
time. This is true whether there are significant trends 
in climate time series or not. Similarly, for station-
ary climate time series, there would be little reason 
to update climate normals because, by definition, a 
stationary climate’s mean does not change in time. 
The 30-yr climate normal under the stationarity as-
sumption could be interpreted as the true background 
state, offset by decadal and longer-term tendencies, 
and further tweaked by interannual variability (e.g., 
ENSO-related variations) as well as random and 
systematic errors. Thus, for stationary time series, 
the standard WMO climate normal is a reasonable 

mailto:Anthony.Arguez@noaa.gov
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Here, y is the climate normal, x is the observed 
annual time series, w is a weighting function, k is an 
integer, Δt is the update frequency, t0 is a reference 
year, and N is the number of years averaged. For the 
standard WMO climate normal, N = 30, w is set to a 
constant value of 1/30, Δt = 10 years, and t0 is a mul-
tiple of 10 years. Substituting, the standard WMO 
climate normal metric is defined as follows:
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For the case of the 1971–2000 climate normals 
(setting k = 0, presuming t0 = 2,000), Eq. (2) reduces 
further to an even more familiar form as follows:
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Alternative normals products can be created by 
changing one or more of the five attributes listed 
above. In the remainder of this section, we provide 
additional details for each of the five attributes, and 
briefly describe how the attributes can be modified 
to arrive at alternative normals.

Temporal average. The defining characteristic of 
traditional climate normals is that they are based 
on averages. The average, or mean, is ubiquitous in 
weather and climate applications as an indication of 
central tendency. Specifically, climate normals are 
temporal averages, and can be considered running 
averages of sorts, although they are only updated once 
per decade. In time series filtering theory, a running 
average is a very simple low-pass filter, which means it 
smoothes out high-frequency variations (e.g., year-to-
year to interannual fluctuations such as those associ-
ated with the El Niño–Southern Oscillation) to high-
light a background state. Assuming stationarity, the 
rationale is that these higher-frequency fluctuations 
are superimposed on the mean background state; this 
background state is precisely what the WMO climate 
normal metric attempts to quantify.

There is no natural law mandating that “typical” 
weather conditions be represented as an averaged 

metric with respect to both of its primary utiliza-
tions. Conversely, if climate conditions are deemed 
to be nonstationary, the standard WMO normal 
still retains its utility for placing current conditions 
in a historical context, but the predictive value is 
compromised.

Climate scientists have been concerned with the 
definition of climate normals since before the WMO 
mandate was put in place, with renewed interest in 
the last 30 years due in large part to observed climate 
change. To address the shortcomings of traditional 
climate normals in a changing climate, L07 and 
others have been advocating for the development of 
alternative normal products that are better indica-
tors of current and future climate conditions. We 
contend that the most straightforward approach 
for creating alternative climate normals is to alter 
the generalized definition of the standard WMO 
climate normal. Arguably, every possible alternative 
climate normal that can be devised is the result of 
altering one or more of five fundamental attributes. 
Below, we describe these five attributes, formulate 
a generalized equation for WMO-type climate nor-
mals, and brief ly consider a few ways to alter the 
standard WMO definition to arrive at alternative 
climate normals.

FIVE KEY ATTRIBUTES OF THE STAN-
DARD WMO CLIMATE NORMAL. Although 
climate normals are simply 30-yr averages, the 
computation of climate normals is a nontrivial, 
multifaceted process. The WMO provides member 
nations with considerable leeway on the methodol-
ogy employed in computing climate normals, such as 
quality control, the handling of missing data values, 
etc. Here, we ignore these methodological specifics 
and restrict ourselves to the statistical definition of 
the standard WMO climate normal (i.e., the metric of 
“typical” climate conditions). There are five important 
attributes of the normals metric:

it is a temporal average;•	
the average is unweighted;•	
the averaging period is 30 consecutive years;•	
it is a causal filter (using past and current values •	
only); and
it is updated once per decade.•	

Considering these five attributes, the generalized 
equation form for this class of average-based normals 
metrics is as follows:
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value. The median is a viable alternative that also pro-
vides a measure of central tendency. Further, a strong 
trend in a climate time series renders a temporal 
average an unsuitable choice for describing a back-
ground climate state. A temporal average essentially 
undermines the predictability inherent with a trend, 
since it involves simply taking the arithmetic mean of 
30 values without regard to their temporal ordering, 
effectively smoothing out relative outliers in the first 
and second halves of the time series.

Truly time-dependent normals exist that do not 
rely on averaging. For example, L07 shows that a 
simple regression line can be considered a time-
dependent normal. The point in time through which 
the regression line passes is the normal value for that 
year. Specifically, L07 proposes a Hinge Fit regres-
sion consisting of a constant value through 1975 and 
a linear fit thereafter. Similarly, the relatively new 
technique known as Empirical Mode Decomposition 
(EMD) has been used to define a normals metric. 
The lowest-order residual time series resulting from 
EMD analysis of climate time series is purported to 
represent a climate normal function. Both of these 
methods may be particularly useful for defining 
“normal” conditions for time series that exhibit large 
trends (either positive or negative).

Unweighted. The WMO climate normal is an un-
weighted average. Every single year in the averaging 
period imparts the same influence on the normal 
value. Therefore, the first year of the period has the 
same influence as the last year. Similarly, the first 
half of the period exerts the same influence as the 
second half. As an example, consider the 1971–2000 
normals. The 1971–85 subperiod has the same impact 
as the 1986–2000 subperiod, whereas the individual 
contributions of the 1971 value and the 2000 value are 
equivalent. For a climate series that exhibits neither a 
significant trend nor positive serial autocorrelation, 
there is little incentive to use a weighted average. 
However, observations do indicate that significant 
trends in temperature, for example, exist over many 
parts of the world. Therefore, it is conceivably ad-
vantageous to provide greater weight to more recent 
data and limit the influence of the earliest values. 
This could be imposed via the function w in (1). Pre-
sumably, w would take the form of a monotonically 
increasing function (i.e., each successive year would 
be assigned a greater weight than the previous year). 
The weights could be determined based on theoreti-
cal techniques developed for filtering near endpoints, 

such as those described by Mann (2004, 2008) and 
Arguez et al. (2008). Alternatively, empirically deter-
mined weights could be utilized based on individual 
time series characteristics, analogous to the empirical 
weight exercise employed by Arguez et al. (2008).

Thirty years. Arguably the most intuitive and practical 
alternative to a 30-yr normal is to average over a dif-
ferent number of years (N). Basing climate normals 
on 30-yr averages has been standard practice for 
almost a century now, since the IMO first mandated 
that member countries provide climate normals for 
their respective countries. Interestingly, elementary 
statistics texts often state that a sample size of 30 is the 
“rule of thumb” threshold for which reliable estimates 
can be determined.

Considering climate change (e.g., the warming 
that has occurred over much of the U.S. since the 
1970s), one would expect a shorter time interval 
average would be more representative of the current 
state of the climate, at the time of reporting, than a 
30-yr average. Changing the value of N in (1) results 
in a simple alternative normal. Technically, this can 
also be accomplished by fixing N to a large value and 
removing unwanted years by setting the correspond-
ing values of w to zero, essentially imposing a filtering 
window. However, we include both parameters N and 
w to highlight the distinctions between weighted 
averages and unweighted N-yr averages.

An abundance of anecdotal evidence suggests that 
the U.S. energy industry, particularly with respect to 
load forecasting by utilities and rate setting by state 
agencies, is moving to shorter-term averages for de-
termining “normal” weather (McMenamin 2008; J. 
Sanderson 2007, personal communication; C. Marple 
2007, personal communication; A. Heinen 2007, per-
sonal communication; T. Hennessey 2008, personal 
communication). It is not uncommon for industry 
representatives to utilize 10-, 15-, and/or 20-yr nor-
mals, although the number of years to average over 
(N) is sometimes determined somewhat arbitrarily 
and/or a posteriori.

In a 1996 Journal of Climate article, Huang et al. 
developed a method for computing normals based on 
an “optimal” averaging period (N). These so-called 
Optimal Climate Normals (OCN) are based on the 
predictive skill of normals for a 1-yr lead time. Citing 
practical reasons for choosing fixed averaging periods 
for the entire United States, their analysis determined 
that the optimal averaging period is 10 years for 
temperature normals and 15 years for precipitation 



June 2011|702

the time of computation, rather than indicative of the 
middle of the averaging range. One indirect option 
was discussed earlier: using filter weights, determined 
either empirically or theoretically, to allow more 
recent observations to exert more influence on the 
average. However, a truly centered, acausal solution 
requires extrapolation, inevitably injecting some 
degree of prediction error. Predicting future values 
can either be accomplished via statistical methods 
(such as autoregressive models) or via downscaled 
climate model projections. A 30-yr average centered 
on today could be computed from the most recent 
15 years of observations, along with the forecast for 
the next 15 years. In work commissioned by the U.K. 
energy industry, the Met Office Hadley Centre has 
used an analogous approach to update the climato-
logical temperature baselines used in energy demand 
planning. A dynamical decadal prediction system 
was used to “extend” observed historical temperature 
records into the future. The long-term temperature 
average centered on the current year, or any year in 
the forthcoming decade, was then calculated using 
a mix of observed and predicted temperatures (per-
sonal communication, Richard Graham).

Decadal updates. The WMO mandates member 
countries to compute 30-yr normals once every 30 
years (1901–30, 1931–60, 1961–90, 1991–2020, etc.), 
but recommends that member countries create dec-
adal updates as well. Presuming stationarity, the true 
mean background state (μ) would not fluctuate from 
one decade to another (or from one 30-yr period to 
another), yet differences between decadal updates 
would mostly highlight long-term variability (and 
shorter-term variability to a lesser extent) superim-
posed on a constant background state. Conversely, 
if we presume a trend exists in the data record, then 
decadal updates become essential for monitoring such 
a trend’s effects on what is considered “normal.” In 
fact, a prominent trend would warrant that updates 
be initiated as frequently as possible. The obvious 
alternative to a decadally updated climate normal 
is to update the 30-yr average annually—setting Δt 
equal to 1 yr in (1)—as recommended in L07. Simple 
calculations using monthly mean temperature data 
demonstrate that for station-month time series 
exhibiting strong relative trends, annually updated 
climate normals can outperform decadally updated 
normals over 90% of the time as the decadal average 
becomes more out-of-date during the intervening de-
cade between calculations of standard WMO climate 

normals over the United States. More recently, L07 
argued that the N values for computing OCN should 
be computed separately for each of a station’s annually 
sampled time series. It is easily shown that for stations 
exhibiting near-zero trends, the N value determined 
by the OCN technique is typically greater than 30 
years. This is because, for a seemingly stationary 
time series, the best estimate results when the largest 
possible sample is included in the average. For time 
series with very large trends—regardless of sign—the 
OCN technique as described in L07 can result in N 
values much smaller than 30 (in practice as low as 5 
years) for U.S. monthly temperatures.

Causal f ilter. Time-series filtering is used to extract 
salient time scales from time series, often to “smooth 
out” high-frequency variations. A causal filter is a 
filter in which the output value—the filtered value—
is a function of past and/or present values only. The 
implication is that the current filtered value was 
“caused” by the previously recorded conditions. 
The standard WMO climate normal is essentially 
computed as a causal filter, since it is calculated 
retrospectively. This is inferred from (1) because the 
index of y is identical to the upper summation limit, 
meaning that the normal value is a function of past 
and present values only.

This stands in sharp contrast to acausal filters, 
which depend on “future” values. Acausal filtering, 
such as using conventional running means, typically 
results in filtered values that depict the midpoint of the 
filtering range. Thus, acausal filters are often referred 
to as centered filters. For example, a 5-month run-
ning average of August–December 2010 temperature 
values represents a smoothed value for October 2010. 
Consequently, the filtered value for October cannot be 
computed until data for December are available.

Following this alternate convention, it is reason-
able to regard the 1971–2000 climate normals as in-
dications of typical climate conditions for 1985/1986, 
which is the midpoint of the averaging range. The 
next recommended installment of WMO climate nor-
mals (covering 1981–2010) will be released no sooner 
than 2011. Until this product release, the “current” 
climate normals will be, arguably, up to ~25 years out-
of-date. However, note that even when a new product 
is released every decade, the centering aspect of filter 
theory implies that standard WMO climate normals 
will always be at least 15 years out-of-date.

There are several ways to alter the normals metric 
definition such that the output value is indicative of 
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normals. This effect is magnified for member nations 
that only compute normals every 30 years.

CONCLUSIONS. The standard WMO climate 
normal is a useful, albeit imperfect, metric. Indeed, 
no metric can be perfect by definition. Climate 
change, and in particular significant nonzero trends 
in climate time series, renders the standard WMO 
climate normal less useful. For use as a reference 
period average for computing climate anomalies, 
climate normals retain their usefulness despite 
climate change, although updating the reference 
period can lead to dramatic changes in the anomaly 
values (and their interpretations). Climate monitor-
ing centers should proceed with caution if and when 
base periods are changed for computing real-time 
anomalies. If we accept that climate conditions 
are indeed nonstationary, then for the purposes of 
providing more accurate depictions of current and 
future climate conditions, climate normals should 
be 1) updated as frequently as possible (i.e., annu-
ally); and/or 2) computed in an alternative manner. 
Alternative approaches include choosing N ≠ 30, 
computing climate normals as an acausal filter, using 
a weighted average, and/or redefining “normal” as 
some quantity other than an average.

Note that we have focused on the definition of 
the climate-normals metric, which is a statistical 
construct. While the statistical definition is universal, 
the real-world applicability of a particular alternative 
is not. For example, it is highly likely that the best 
alternative for monthly temperature normals will 
differ for monthly precipitation normals; consider the 
possibility of defining “normal” as a 15-yr average for 
the former and a 40-yr median for the latter. Further, 
varying underlying time series characteristics, such 
as trend and residual autocorrelation (L07), result in 
seasonal and regional disparities in the performance 
of particular alternative techniques. These issues 
need to be considered in any evaluation of alternative 
techniques.

Clearly, the standard WMO climate normal is not 
ideal in an era of observed climate change. Future 
work should be undertaken to identify a thorough list 
of alternative climate normals, conduct an evaluation 
of all viable techniques, and recommend and provide 
specific alternative normals products to stakeholders 
and decision makers. It is our contention that accurate 
depictions of current and future climate conditions 
necessitate the development of alternative climate 
normal products.
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The Integrated Surface Database
Recent Developments and Partnerships

by Adam Smith, Neal Lott, and Russ Vose

H ourly surface-based meteorological observations 
are the most-used, most-requested type of cli-
matological data, but historically they have been 

scattered across multiple repositories worldwide in a 
variety of disparate formats. This greatly complicated 
the life of the end user and significantly increased the 
cost of data usage. To address this problem, in 1998 
NOAA’s National Climatic Data Center (NCDC) 
initiated the Integrated Surface Database (ISD) 
project. The goal of the project was to merge numer-
ous surface hourly datasets into a common format 
and data model, thus providing a single collection 
of global hourly data for the user that was continu-
ously updated and available. Additional benefits of 
integration include the reduction of subjectivity and 
inconsistencies among datasets that span multiple 

observing networks and platforms; standardized 
quality control (QC) based on reporting time resolu-
tion (e.g., a QC methodology for hourly temperature 
data independent of network); and products that are 
more easily developed and improved by collective 
experience and expertise.

The outcome of this effort is a dataset containing 
data from more than 100 original data sources that 
collectively archived hundreds of meteorological 
variables. The primary data sources include the 
Automated Surface Observing System (ASOS), Au-
tomated Weather Observing System (AWOS), Syn-
optic, Airways, METAR, Coastal Marine (CMAN), 
Buoy, and various others, from both military and 
civilian stations including both automated and 
manual observations. “Summary of day” parameters 
such as maximum/minimum temperature, 24-h pre-
cipitation, and snow depth are also included in ISD, 
to the extent that they are reported in the hourly data 
sources. Also, for ASOS sites, the daily summaries 
transmitted by each station are now being ingested 
into ISD. Some of the most common meteorological 
parameters include wind speed and direction, wind 
gust, temperature, dew point, cloud data, sea level 
pressure, altimeter setting, station pressure, pres-
ent weather, visibility, precipitation amounts for 
various time periods, and snow depth. Total data 

mailto:Adam.Smith@noaa.gov
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The Groundwater System 
What do we believe so far? 

 At this point we believe that: 
 Two aquifers lie below us, with an aquitard between. 

 This aquitard limits vertical water flow, except in cracks. 

 Both aquifers ultimately get their water from above.  

 Municipal wells pump at 800-1000 feet from the lower aquifer. 

 Rural wells pump at 50 to 200 feet from the upper aquifer. 

 

 The aquitard is sedimentary rock---Eau Claire shale formed layer 
by layer in bedded sediments that settled under an ancient sea 

 

                               …….But we also have found that…                  
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                        …there is a connection between DNR Artesian Well #8 
                                                                      …and Fitchburg Pumping Well #10. 
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Relationship of Wells #8 & 10 
 The outflow of DNR Well #8 corresponds 

with the pumpage of Fitchburg Well #10. 

 At first this lag is about 18 months, then 

after half a year it is about 12 months, 

and after another half year about 6 

months. 

 When these lags of 18, 12, and 6 months 

are used, we get the following graph  

 (#8 is in yellow, #10 in red): 
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We therefore have discovered: 
 There is a connection between Municipal Well #10 

and Nevin Artesian Well #8 

 Since the Nevin Artesian Well is 180 feet deep, 
there is a connection between the upper and lower 
aquifers 

 The lag of the effect of Well # 10 on Nevin # 8 was 
at first about 18 months and now is about 6 months; 

 The distance between wells is about 5505 feet. 

 This means that the flow rate between these two 
wells is approximately 5505 feet per 365 days or 
approximately 30 feet (9.1 meters) per day.   
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“…there is a connection 
between the upper and 
lower aquifers.” 
 This is our conclusion from our 

seeing that Well #10 pumpage 

corresponds with Well # 8 flowage. 

 Does this mean that the Eau Claire 

Aquitard might be missing? 

  Has the Eau Claire Aquitard been 

cut through? 

 Let’s find out…. 
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Zooming In 

on Point Clicked 

 

The U.S. National Atlas  
       can help us find the answer. 
 
 
 
 
 
 
This a LIDAR image…. 
 
     It shows surface features beautifully… 
 
     TAKE SPECIAL NOTE OF THE 
 UNGLACIATED DRIFTLESS AREA 
                      
  

 

../Output/5636463null364724.1-281956.31183782.306324.6/servlet/co/servlet/co-9752298-48761499723646.8111412.1591161.373650../Output/5Grid,StateVBAtlasCmd00



1/8/2007 

Calvin B. DeWitt - The 

FITCHBURG-WAUBESA 

ARTESIAN SYSTEM 

42 

                       

                                   

                       

  

  

   

   

   

   

   

   

   

   

   

   

   

   

   

  

  

   
Miles  20  40  60  

 

 

Zooming In 

on Point Clicked 

 

Here we see the flow lines  
      from Green Bay, fanning out       
       over eastern Dane County. 
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 And this flow of glacial material buries the 

          eastern bedrock Valleys including the Yahara Valley. 

 But it stops before it otherwise would have filled the valleys 

          further west. 
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 Unlike the valleys on the left, the valleys on the right  

 were buried by glacial material from the north northeast 
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And here is how Dane County  
       fits into the picture… 
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A & B – Neshonoc Lake 
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B – Tilden Quarry 
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C – Tilden Quarry 
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D – Willow River 
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E – Willow River 
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The Economy of Cranes:

A Minder-of-Marshes Reflects on Sandhills and Whoopers

Calvin B. DeWitt

A few weeks after moving into our wetland home south of Madison in the Spring of 1972, I
heard a loud wild-sounding call reverberating across the marsh.  It was strangely familiar!  Not
my extensive work in the field, but from a recording of bird calls I had played repeatedly for a
decade and more earlier as together with my students I learned by ear the birds of the midwestern
U.S.  The call, while familiar, came from a bird I had never seen.  Not that I had not tried to find
it!  In the 1960s when we lived in eastern Michigan, I learned of  a pair of them in the Waterloo
Recreation Area west of Detroit, but I was unsuccessful in finding them.  And Wisconsin?  I
knew that back in the 1930s—five years before I was born—that there were only 25 breeding
pairs in the state.  And now, some 40 years later at our new Wisconsin home, I heard it’s
marvelous call!  It was an extremely power clangor—one that seemed to take charge of the great
marsh.  And it was one my family and I would continue to enjoy as it increasingly enlivened our
marsh as their population increased.  The marvelous wildness of their call would accompany our
lives for decades to come on the glacial drumlin that holds us above water at the edge of the
marsh!  And what was it?  It was the Sandhill Crane!

The decade of our move to Wisconsin—the 1970s—was remarkable for its remarkable
innovative environmental legislation put into place by the U.S. Congress.  Through it, the cranes
and every other creature in America had been aided—especially by the U. S. Endangered Species
Act, passed by both houses of Congress with but one dissenting vote, and signed into law by
President Nixon in 1973.  Its passage was not bi-partisan; it was non-partisan.  Everyone knew
that the great legacy of plant and animal species should be conserved as the heritage of our and
future generations.   The “name of the game” back then was pulling together to protect the
blessed heritage of living creatures we believed we held in trust.  We passed the ESA—and so
many other pieces of environmental legislation—because we knew it was the right thing to do. 
Political ideology did not matter.  Neither did the way we earned our livelihoods or practiced our
beliefs.  Even as the Sandhills were not officially endangered, they benefitted through
preservation of wetland habitats of other species that were endangered. Wonderfully, the ESA
was responsible for pulling back the Bald Eagle—our national symbol—and scores of other
species, back from extinction’s brink.

People across the land were inspired by the ESA and highly successful work in applying it across
America.  In concord, in my own rural Town of Dunn we created the thousand-acre Waubesa
Wetlands Scientific Reserve to save wetland and upland habitats vital to Sandhill Cranes and to
seventy other species of nesting birds, and also to preserve the remarkable system of layered
peats—down to depths of 95 feet—that underlie the waving fabric of vibrant life that make up its
vital green and black “skin.”  Our townspeople chose the Sandhill Crane as the avian symbol of
the Town of Dunn to accompany our development of a land ethic for our town and codified this
ethic into laws and ordinances.  It was a work of love for the environment and its creatures that
effectively gave cranes and the other abundant life status as valued “citizens” across our 34square
mile landscape. 



Our cranes increased and multiplied from a single pair in 1972 to currently 10 pairs, fulfilling
Waubesa Marsh with fruitful abundance.  So much was the scope of the “completion” of this
wetland system and our home within it, that in 2010 a pair emerged one day in late summer to
introduce their nearly full-grown chick to our natural lawn, and then returned day after day to
feast on its rich bounty.  Wonderful turf comprising some 70 species as it grades into the
surround marshland furnishes supports their and other species’ abundant life.  Fulfilled are my
marsh and I—fulfilled by their fruitful presence!

The Endangered Species Act, passed by all of us to assure an abundant and fruitful life for us and
the other creatures came under serious threat in the mid-1990s.  The “playing field” of American
decision-making and law-making began to change dramatically, increasingly threatening the life
of creatures we were protecting as part and parcel of our own lives and landscapes.  Certain
special interests—interests that became relentless in furthering themselves even at the loss of
plant and animal lineages—exerted a concerted effort to divide the “playing field” of Congress
(as they called it) and the state legislatures also, polarizing our legislatures into “two
sides”—much like in the competitive team sports of football and baseball.  These special
interests were even successful in producing an annual book for college and university students
entitled, Taking Sides, that furthered this polarization on environmental issues where accord,
rather than discord was vital to life.  I, and many other Americans, were surprised by this
dramatic change of the “playing field.”  And we soon learned that as regards our national natural
legacy, we were now supposed to be “for” or “against” saving species—even those whose long-
standing lineages were heading toward termination.  Some of these interests even proposed that
people were the most endangered species, telling us that we should be “against” the Endangered
Species Act.  

For me, as for a predecessor mine at Wisconsin, Aldo Leopold, the biblical book of Ezekiel
spoke some powerful and ageless wisdom to this situation.  For Aldo, a key passage was Ezekiel
34:18: “Is it not enough for you to drink the clear water, do you have to muddy the rest with your
feet?”  And for me,  was Ezekiel 33:1: a call to those who watch from the towers on the city wall
to sound the alarm when trouble is coming.

In the midst of all this, on January 30, 1996, I was quoted by The New York Times, as
proclaiming,

“The Endangered Species Act is OUR Noah’s Ark;
Congress and special interests are trying to sink it!”  

This report on page 13 of The New York Times, served as a prelude to my appearance on Fox
Morning News in D.C. with a live cougar—borrowed from the Columbus, Ohio Zoo—to enable
me to make a dramatic debut in the national media.  I sounded the alarm—modeling my
approach after the biblical prophet Ezekiel!  And while a crane would perhaps have been a better
companion, that was out of the question.  However, the Columbus Zoo had a cougar—a cougar
that could travel!  And so it was that a cougar represented the endangered Florida Panther, and by
extension all the other endangered species of the nation.

On a pleasant winter morning in 1996 I stood with a Fox Morning News coffee cup in my hand,



with the cougar and its two trainers nearby, looking through a window into the news studio. 
When the cougar and I were called in, the anchorman allowed us—the cougar and I—to open
hearts and homes across Washington, D.C. to the plight of endangered species and the
Endangered Species Act.  Within an hour or so following, the cougar and I were rising by
elevator from an underground government garage into the office of U.S. Interior Secretary Bruce
Babbitt who was in the midst of a news conference on the Endangered Species Act.  As I entered
his office, he turned the conference over to me and the cougar, and asked me to repeat the story
for the media.  Not much more that an hour later, I and my feline companion arrived at another
news conference of even grander scale, and—speaking to an array of about 16 microphones,
scores of cameras, and batteries of TV videographers at a large hotel near the White House—I
told the story of Noah and the Ark, emphasizing the tremendous cost in time, resources, and
reputation by faithful Noah.  I estimate that the result was that my NYT message got out,
powerfully, to between 30 and 40 million people.

“Maverick” as the cougar was named, cooperated famously—awing the Fox anchor who was left
nearly speechless “by all those muscles beneath its fur”; impressing reporters with its predatory
rise from the Secretary’s commode to bat at a cloud of fur-enclosed microphones stretched above
the cougar on telescoping poles; posing marvelously for that AP wire service photo; and turning
its open mouth to my hand as I placed it on his head, licking it affectionately as I concluded with: 

“The Endangered Species Act is saving remarkable creatures like these!”  

A short few hours later, congressmen Young and Pombo fired off a news release, charging that I
had unfairly “changed the playing field.”  And my phone rang nearly non-stop at my university
office for the next three months. No matter what a caller’s religion, non-religion, or belief about
Noah, they all knew the story of faithful Noah was true; “Even if it never happened, it still is a
true story” said one caller.  And the prophet Ezekiel was right too!

Ye, I had  changed the playing field, as charged by Young and Pombo.  Thanks to the good
people that had orchestrated all of this, I was changing the playing field—from competitive play
to cooperative play, from political play to ethical play.  A Mennonite couple studying at the
university taught us something of these two different kinds of play, when following the annual
community Thanksgiving dinner we host at our home, suggested that we play the game of
Monopoly.  But it was Monopoly with a twist.  We would play the game cooperatively! They
explained how we could play so that all players would win.  While competitive play might be
best—as for example in collegiate football—cooperative play might also be best—as for the
“Endangered Species Game.”  Both types of play have their place no doubt.  But cooperative play
applied to the “economy of cranes” is redeeming, wholesome, and worthy.  It helps us understand
something of the meaning of life!

The Economy of Cranes

A new chapter opening recently on the great marsh when five Whooping Cranes—not Sandhills
but Whoopers!—stopped nearby on their springtime journey north—to my greatest-ever surprise
and delight!  Over a span of four days, here was another of the world’s total of 15 species of



crane in my own rural town!  The Sandhill, the most common of all.  The Whooper, the rarest of
all! Three miles south of Waubesa Wetlands they foraged in and around a small marsh, refueling
before completing their trip to Necedah National Wildlife Refuge a short distance north. 
Unknown to them, they were benefitted locally from our Dunn Land Ethic and from the Town of
Dunn Land Stewardship Plan; and they were benefitted nationally from the remarkable
Endangered Species Act adopted some 35 years earlier in our nation’s environmental decade. 
The Sandhills did not like the incursion of Whoopers as they returned to lands and marshes they
once shared.  I and my fellow citizens of the Town of Dunn, however, were thrilled! Like many
people across the country and around the world, I have been watching—both anxiously and
joyously—the tremendous efforts are being made to re-establish the Whooping Crane in North
America.  Wonderfully, for me personally, two Whooping Cranes hatched and fledged in the
wild in 2010 in northern Wisconsin.  Flying with their parents, Whooper chick W1-10 was
observed at Necedah and W3-10 in Wood County.  They were two of seven hatched in the wild
that year, the largest number in recent history in my home state.  These fledgling flights are
fruitful outcomes that represent the immense efforts, commitment, passion, and compassion of
determined and dedicated people working across the continent and through the decades.  Of
these, Ron Sauey and George Archibald first come to my mind, who as students at Cornell
University, decided to pursue a life of meaning and dedicated service.  They created the
International Crane Foundation (ICF) in 1972, beginning in the buildings of a horse farm owned
by Ron’s parents.  Rented for a dollar a year, this farm near Baraboo, Wisconsin anchored their
dream of rescuing the whole family of cranes—the Gruidae—with its 15 species around the
world.  

I met with Ron and George at a Baraboo coffee shop in those early years of the horse farm, to
hear of their vocational vision and passion, even as I helped develop the field of wetland ecology
by initiating an on-going course in Field Investigations in Wetland Ecology taught for 12 to 15
University of Wisconsin graduate students.  Taught by the marsh and me from my home on
Waubesa Marsh every autmumn, scores of these students went on to become wetland scientists. 
Among these were several from Southeast Asia who would become crane and wetland
conservationists for their home countries and the wider world.  Early on, however, tragedy
struck, as Ron suffered a fatal cerebral hemorrhage.  But his and George’s dream did not die.  A
new place was developed as a permanent home for ICF. The original farm now has a wonderfully
rich restored prairie named after Ron.  Says George, “It's a living reminder of a wonderful friend,
the dream we shared, and of the fragile and glorious Earth that gives life and responds so
beautifully to restoration.”  And a dream it was!  A dream come true!  This focus of Ron’s short
life and George’s long career has really effected a positive and inspiring change in the world of
conservation!  

Endangered species work, of course, is not only about individual species, but also about their
habitats. The 15 species of crane and the rest of the millions of species on earth do not exist or
flourish by themselves.  And this is where my graduate wetlands research class and my training
wetlands research and conservation scientists come in.  Cranes are wholly dependent upon
available habitat—not only diverse wetland ecosystems and associated uplands, but also
migration paths that cross many landscapes, land uses, and international political boundaries. 
They depend upon the land ethics and land use policies of the places they inhabit and navigate. 



And they are supported by conservationists and scientists who work to interweave cranes,
wetlands, ethics, and policy into integrative education and understanding they convey to the
wider populace.

An important realization from such integrative understanding is that every species—every
endangered species—depends upon  myriad connections they must make and maintain with the
rest of the world, with the biosphere.  Cranes, as for all other species, live within “the economy
of the biosphere.”  The “economy of cranes” necessarily is a “subsidiary” of the biospheric
economy.  Although little recognized, the “economy of people”—the human
economy—necessarily is also a “subsidiary” of the biospheric economy.  We all share and
contribute to the same economy.

North America’s Whooping Crane is still “at the brink” of extinction, even as it has been
recovering.  Thanks to the diligence and dedication of thousands of conservationists and
American and Canadian citizens, including their support of local and national legislation to
conserve cranes and their habitats, there is good reason to be hopeful about the Whoopers’ future. 
Their population in the wild increased from 15 known birds in 1940-1941 to about 400 in 2010. 
In addition 175 are kept in captivity to augment natural breeding with captive breeding.  Their
status has improved greatly, even as it remains precarious.  The lessons learned from its being
pushed to the edge by unregulated hunting, loss of wetlands, inattention, and neglect are
important ones that need to be etched in our memories and policies and practices in our
stewardship of land and life.  The lessons learned from wetland ecosystems are also to be so
remembered and etched, even as these increase as we come to understand the immensely-
important hydrologic and biotic functions of wetland systems and landscapes.  While Whoopers
still are easy targets for the shotgun and rifle, we have come finally to recognize them not as
targets but as living jewels in the landscape, deserving of every effort by human beings to be
faithful stewards of this remarkable living gift of creation.

What is a crane?  What is a crane, in its 15 remarkable specific representations?  A crane is a
symbol of fulfillment and “completion” of their wetland habitats.  Most importantly, it is a
symbol of fulfillment and “completion” of an economy in which people who share and adjoin
their habitats and flight-ways, whose cultures are enriched and inspired by their stately beauty,
and who are deeply committed to living rightly on earth.  Fulfilled are we by the fruitful presence
of cranes in our lives and landscapes.

    This is an invited chapter for an upcoming book on wildlife conservation with publication planned for 2016.
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ABSTRACT

WMO-recommended 30-yr normals are no longer generally useful for the design, planning, and decision-
making purposes for which they were intended. They not only have little relevance to the future climate, but
are often unrepresentative of the current climate. The reason for this is rapid global climate change over the
last 30 yr that is likely to continue into the future. It is demonstrated that simple empirical alternatives
already are available that not only produce reasonably accurate normals for the current climate but also
often justify their extrapolation to several years into the future. This result is tied to the condition that
recent trends in the climate are approximately linear or have a substantial linear component. This condition
is generally satisfied for the U.S. climate-division data. One alternative [the optimal climate normal
(OCN)] is multiyear averages that are not fixed at 30 yr like WMO normals are but rather are adapted
climate record by climate record based on easily estimated characteristics of the records. The OCN works
well except with very strong trends or longer extrapolations with more moderate trends. In these cases least
squares linear trend fits to the period since the mid-1970s are viable alternatives. An even better alternative
is the use of “hinge fit” normals, based on modeling the time dependence of large-scale climate change.
Here, longer records can be exploited to stabilize estimates of modern trends. Related issues are the need
to avoid arbitrary trend fitting and to account for trends in studies of ENSO impacts. Given these results,
the authors recommend that (a) the WMO and national climate services address new policies for changing
climate normals using the results here as a starting point and (b) NOAA initiate a program for improved
estimates and forecasts of official U.S. normals, including operational implementation of a simple hybrid
system that combines the advantages of both the OCN and the hinge fit.

1. Introduction

Climate services of different countries provide cus-
tomers with statistical information about climatic vari-
ables (mainly at the surface) that is based on long-term

observations at meteorological stations. This statistical
information mainly consists of parameters of the statis-
tical distribution of climatic variables. The most impor-
tant of these parameters are climatic normals, which are
considered to be official estimates of the expected val-
ues of climatic variables. The importance of normals
derives from their use as a major input for an enormous
number of critical societal design and planning pur-
poses.

Because of the widespread need for representative
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normals along with other climate statistics, it is crucial
that climate services deliver the best estimates possible.
This is universally not the case, however; currently
there are either no or suboptimal published estimates
of the current climate, that is, the expected values of
climatic variables today, at time and space scales rel-
evant to the myriad applications for which they are
needed. The reason for this is threefold:

1) The contemporary climate is changing at a pace
rapid enough to already have important impacts.
Climate statistics, including normals, are nonstation-
ary. In the case of U.S. climate divisions, there are
many instances in which linear trend estimates (dis-
cussed later) yield changes in seasonal temperature
and precipitation normals over the last 30 yr that are
between 1 and 3 standard deviations of the residual
variability. Examples are presented in Fig. 1—note
in particular the January–March (JFM) temperature
trends in the western United States and October–
December precipitation trends in the south central
United States. The existence of these trends is one
of two sources [the other is El Niño–Southern Os-
cillation (ENSO) variability] of virtually all of the
skill inherent in official U.S. seasonal forecasts, be-
cause these forecasts are referenced to the official
1971–2000 U.S. normals (Livezey and Timofeyeva
2007, manuscript submitted to Bull. Amer. Meteor.
Soc.). In fact, it is impossible to exploit optimally the
ENSO signal in empirical seasonal prediction with-
out properly accounting for the time dependence of
normals (Higgins et al. 2004).

2) Current physical climate models cannot credibly
replicate the statistics of today’s climate at scales
needed for practical applications, because they can-
not credibly replicate recent past climates at these
resolutions. These models seem to reproduce the
time evolution of the global mean annual tempera-
ture well but often fall far short for seasonal mean
temperatures at subcontinental and smaller spatial
scales at which the information can be practically
applied (Knutson et al. 2006). The situation is worse
for replication of the evolving statistics of the pre-
cipitation climate. We consequently are not in a po-
sition to develop accurate estimates of current nor-
mals and other statistics through generation of mul-
tiple modeled realizations of the climate. However,
dynamical climate models may facilitate the devel-
opment and testing of competing empirical ap-
proaches (see section 4).

3) Since the early 1990s, little research and develop-
ment attention has been devoted to finding im-
proved alternatives to existing (and often misap-

plied) empirical approaches for estimation and ex-
trapolation of normals, which include linear trend
fitting and the so-called optimal climate normal
(OCN; Huang et al. 1996; Van den Dool 2006) used
in seasonal prediction by the U.S. National Weather
Service (NWS) of the National Oceanic and Atmo-
spheric Administration (NOAA).

The consensus expectation of the climate community
is that the global climate will continue to change, and
therefore the fundamental problem emphasized here
will not disappear. In the meantime a great deal of
research attention and resources are being devoted
worldwide to improvement of global climate models,
but it will take many years before these models can be
leveraged directly for monitoring current climate at
time and space scales practical for applications. In con-
trast, viable alternatives to current empirical techniques
do exist for estimation and extrapolation of time-
dependent normals and other climate statistics. There-
fore, they should be explored and adopted, including
for official use to supplant current practices.

The intent of this paper is to highlight the problem of
empirical estimation and extrapolation of time-
dependent climate statistics, with a particular emphasis
on normals, to raise the problem’s profile and encour-
age increased attention to it in the applied climate com-
munity, and to effect changes in official practices. To
meet these goals, we will analyze and compare the ex-
pected error of four current approaches (one intro-
duced here for the first time) for estimation and ex-
trapolation, through the use of a statistical time series
model appropriate for many meteorological time series.

The three current methods are 30-yr normals that are
officially recomputed every 10 yr (e.g., for 1961–90,
1971–2000) in the United States by the NOAA Na-
tional Climatic Data Center (NCDC) and are tradi-
tionally available 2–3 yr later (historically in 1963,
1973, . . . , 2003), the above-mentioned OCN, and least
squares linear trend fitting. The fourth approach is a
modification of least squares linear fitting to model
more closely the observed characteristics of the likely
underlying cause of rapidly changing normals—namely,
global climate change. In the first two of the four tech-
niques, extrapolations are made by assigning the latest
computed value to future normals, but in the latter two
they are made by extending the linear trend into the
future.

In the presence of strong, dominantly linear trends
largely attributable to global climate change (like those
characterizing North America in the winter and spring),
it is intuitive that each successive approach of the four
listed above (if appropriately applied) should outper-
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form those preceding it. The analysis here will provide
an objective, quantitative basis for this intuition. Prob-
lems associated with least squares linear trend fitting
and its misapplication will also be discussed. The results
here and a few other basic precepts can constitute a

starting point for best practices for normals and trends
for working climatologists.

Following the comparative analysis, the paper con-
tains a brief discussion of nonlinear and adaptive trend
estimation methods. An overview of recent advances in

FIG. 1. Trends in (a) January–March mean surface air temperature and (b) October–December mean precipi-
tation normals for 102 U.S. climate divisions. Trends are for the 30 yr ending in 2005 and are estimated using a
technique described in section 3b.
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the treatment of two other important nonstationary
components in climate statistics, the diurnal and annual
cycles, is included in an appendix. The paper concludes
with summary remarks and recommendations.

2. Trend-related errors in estimates of climatic
normals

Let us consider a time series of annual (or monthly
for specific month, etc.) values of a meteorological vari-
able y(t) that consists of two independent components:

y�t� � Y�t� � y��t�. �1�

Time t in this case is in years, Y(t) is the time-dependent
expected value of y(t) (e.g., climatic trend), and y�(t) is
climatic noise described by a zero-mean stationary red-
noise random process with variance �2 and 1-yr auto-
correlation g. Let us assume that the actual trend in
expected value Y(t) is linear with known constant a and
b in the expression

Y�t� � a � bt. �2�

The trend parameter b can be expressed in relative
units of sigma per year as � � b/�. Instead of the actual
Y(t) we always use its estimate Ỹ(t) derived from ob-
served data. The accuracy of Ỹ(t) depends on the
method by which it is estimated. Let �2(t) be the mean-
square error of estimated expected value Ỹ(t) and 	(t)
be the mean (expected) square relative (to the climatic
noise; i.e., scaled by �) error:

�2�t� � 
Y�t� � Ỹ�t��2 and ��t� � �2�t���2. �3�

In the remainder of the article, 	(t) will be referred to
as the “error” for simplicity.

a. Thirty-year normals

The traditional approach to climate normals will be
evaluated first. A comprehensive historical analysis of
the evolution of the definition of climatic normals can
be found in Guttman (1989). The normals, recom-
mended by the World Meteorological Organization
(WMO), are 3-decade averages recomputed each 30 yr
(for surface variables only). However, NCDC and
many other climatic centers voluntarily recompute
them each decade. If this practice survives during the
next few years, the current 1971–2000 normals will be
replaced by 1981–2010 normals as soon as they are
computed and released, likely by 2013.

A 30-yr average was long considered an acceptable
trade-off between excessive sampling errors from cli-
matic noise for shorter averages and unacceptably large
changes in the climatic normal Y(t) over the averaging
period for longer averages. A time average will gener-

ally approximate a monotonically changing normal that
is best near the midpoint of the averaging interval, with
error increasing toward the beginning and end of the
interval. However, if the change is slow then it will still
constitute a good estimate over the entire span, in this
case 30 yr. Here we will quantify the way faster-
changing climatic normals compromise the acceptabil-
ity of the 30-yr average trade-off. In section 2b, the
same problem will be addressed for other averaging
periods updated annually, that is, moving averages, and
the results will be applied to assess the OCN method.

There are two major categories of users of the WMO
normals. The first category of these users is forecasters,
who predict (in some fashion) climate anomalies in the
future for time intervals from a few weeks to 1 yr. The
predicted climate anomalies must be expressed as
anomalies from the official (i.e., past) normals. Because
the climate is nonstationary, however, a prediction of
the normal is necessary as well and becomes a key part
of the forecast and a source of much of its skill (or lack
thereof). The other user category needs climatic nor-
mals for more distant periods of time (on the order of
10 yr) for planning and design purposes. Consider the
case in which all of these consumers use the official
normals for the next decade, until new normals can be
computed and released.

Here an N-yr average of the observed y(t) is the
estimate of its climate normal. Let 
 � t � t0, where t0
is the last year of the averaging period. Using (2) and
(3), it is straightforward to obtain

��N, g, �, �� � �a�N, g� � �b�N, �, ��, �4�

where 	a(N, g), the contribution to the error 	 from the
sampling error of averaging red-noise residuals y�(t)
over N yr, is

�a�N, g� � �1 � g��
1 � g � �N � 1��1 � g��, �5�

and 	b(N, �, 
), the contribution to 	 related to the
known trend � � b/�, is

�b�N, �, �� � ��
�N � 1��2 � ���2. �6�

The expression for the sampling error (5) is from
Polyak (1996). The expression for trend-related error
(6) follows from the derivation and represents system-
atic, not random, error. It is equal to zero at the mid-
interval time t* � t0 � (N � 1)/2 and increases in both
directions from this point proportionally to the squares
of trend b and time increment t � t*.

The error 	(N, 
) of WMO normals (N � 30 yr),
computed from (4)–(6) for different � and g, is given in
Table 1 for 
 � 0 and 
 � 10 yr. As noted in the
introduction, the range of � in Table 1 has been ob-
served for U.S. climate-division seasonal mean tem-
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perature and precipitation. Calculations of g for residu-
als from these estimated trends range from near 0 to
greater than 0.5; therefore Table 1 spans real-world sce-
narios.

Different applications require different accuracy in
the trend estimates. In the absence of an econometric
approach in which a cost function limits our natural
desire to improve the accuracy of information any fur-
ther, however, we can adopt the minimal requirement
that the error should not exceed a traditionally accept-
able value that corresponds to standard error � � 0.5�.
This formal criterion is often used in statistical meteo-
rology (Vinnikov 1970). It corresponds to 	 � 0.25,
which will be referenced throughout subsequent discus-
sions.

Note first in Table 1 that the errors 	(g, �, 
) are not
noticeably dependent on g, the measure of redness in
the residual time series, but rather on trend � and on 
,
where 
 is the amount of time after the last year of
observations used to compute normals. The error in
“persisting” WMO normals exceeds the acceptable
limit for b 	 0.3� (10 yr)�1 for almost all 
 [and for 
 �
10 yr and b 	 0.2� (10 yr)�1]. As soon as b 	 0.2� (10
yr)�1 and 
 is close to 10 yr, the WMO normals should
not be used for computing climatic anomalies. Except
for weak underlying trends, the error is already unac-
ceptable when the 30-yr normal is released (between

 � 2 and 3 yr).

An attempt to solve this problem motivated scientists
at NWS’s Climate Prediction Center (CPC) to further
develop and implement the OCN. OCN, introduced
pragmatically and empirically, has never been ex-
plained in sufficiently simple terms but has not been
used much outside of CPC. The error associated with
OCN estimation and extrapolation will be evaluated
next.

b. Optimal climate normals

The first empirical attempts to find the optimal
length of the averaging period for hydrological and me-

teorological data were by Beaumont (1957) and Enger
(1959). As a criterion, they used the variance of the
difference between N-yr averages and values of climatic
variables 1 yr ahead. Later, Lamb and Changnon (1981)
estimated the “best” temperature normals for Illinois
observed temperature and precipitation using as a cri-
terion the mean absolute value of the same differences.
The CPC criterion (applied to 3-month average surface
temperatures and precipitation) is based on the maxi-
mum of a correlation-like measure between N-yr aver-
ages and values 1 yr ahead over the verification period
(Huang et al. 1996). The CPC group showed that their
criterion produced practically the same results as those
used by Beaumont (1957) and Enger (1959). Simple
analysis shows that all of these criteria are based on
similar definitions of a measure of error in climatic nor-
mals when compared with the time-dependent ex-
pected value. In fact, the theory of OCNs can be de-
rived from the same simple model (3)–(5) for the error
in climate normals.

Expression (4) for the error in the expected value
estimate obtained by averaging observed y(t) for N
consecutive years 	(N, g, �, 
) is a sum of two compo-
nents. The first one, 	a(N, g), decreases monotonically
with increase in N. This is the expected sampling error
from the climatic noise—its decrease with increasing N
is what is expected intuitively. The second component,
	b(N, �, 
), increases as N increases if the trend � � 0.
It is the expected deviation of the N-yr average from
the trend line at the end of the averaging interval and
beyond, which must increase with N because the num-
ber of years from the midpoint of the interval increases.
As a result, the error 	(N, 
) has a minimum 	optimal(N,
g, �, 
) at Noptimal(g, �, 
).

Our ability to correctly estimate the climatic anomaly
y�(t0) at the end of the averaging period (
 � 0) and to
extrapolate it into the future time, 
 � 0, depends on
the error in expected value Y(
). Optimal climate nor-
mals can be defined as the average of the climatic vari-
able for the time interval Noptimal that minimizes the

TABLE 1. Theoretical estimates of 	 (N, g, �, 
), the expected mean-square relative [i.e., �2(t)/� 2] error of WMO normals at the end
of an N � 30 yr period of averaging (
 � 0) and 10 yr later (
 � 10 yr) for different linear trends � � b/� and lag-1 correlations g in
climatic records. Values equal to or greater than 0.25 are shown in boldface.

g � 0 g � 0.1 g � 0.2 g � 0.3 g � 0.5


 � 0 
 � 10 
 � 0 
 � 10 
 � 0 
 � 10 
 � 0 
 � 10 
 � 0 
 � 10

� � 0 0.03 0.03 0.04 0.04 0.05 0.05 0.06 0.06 0.09 0.09
� � 0.01 0.05 0.09 0.06 0.10 0.07 0.11 0.08 0.12 0.11 0.15
� � 0.02 0.12 0.27 0.12 0.28 0.13 0.29 0.14 0.30 0.18 0.33
� � 0.03 0.22 0.57 0.23 0.58 0.24 0.59 0.25 0.60 0.28 0.63
� � 0.05 0.56 1.53 0.57 1.54 0.57 1.55 0.59 1.56 0.62 1.59
� � 0.10 2.14 6.04 2.14 6.04 2.15 6.05 2.16 6.06 2.20 6.10
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error 	(N, g, �, 
) in estimates of expected value Y(
).
Estimates of Noptimal for given g, 
, � � 0 can be ob-
tained from the condition

��N, g, �, �� � minimum, �7�

and then substituted into (4)–(6) to compute 	optimal.
For illustration, consider a process with lag-1 corre-

lation g � 0.2 and trend b � 0.05� yr�1. These param-
eters could belong to time series of wintertime seasonal
mean surface air temperatures for a number of western
U.S. climate divisions. Figure 2 shows the dependence
on N, the number of years of observations averaged to
obtain the estimate of Y(t0), of 	(N, g, �, 
) and its
components 	a(N, g) and 	b(N, �, 
) for 
 � 0. The two
components respectively are the sampling error from
the climatic noise (decreasing with N) and the error
from the diverging trend (increasing with N). In this
example, the function has a minimum at N � Noptimal �
11 yr.

Forecasts at CPC and other climate prediction cen-

ters do not, in general, exceed 1-yr lead (0 � 
 � 1 yr).
Estimates of Noptimal(g, �, 
) and 	optimal(g, �, 
) for 
 �
0 and 10 yr and for realistic ranges of g and �, � � 0, are
given in Table 2. The estimates for 
 � 1, not shown
here, are very close to those for 
 � 0. Note the fol-
lowing from Table 2:

1) The optimal period of averaging Noptimal and its as-
sociated error 	optimal depend more on � than on g
except for large g; that is, it is dominated by trend
rather than weak red noise. Thus, if the climatic
trend has a seasonal cycle and geographical pattern,
so will the optimal period of averaging.

2) For trends as large as b � 0.1� yr�1 the optimal
period of averaging Noptimal is very short (from 6–7
yr for 
 � 0 to 3 yr for 
 � 10 yr) and the error
	optimal of OCN exceeds the acceptable limit of 0.25
for almost all 
 shown. For b � 0.05� yr�1, 
 � 0, and
g � 0.2, the error also exceeds 0.25.

3) The errors related to the climatic trend in the OCN
estimates of Y(t0) are systematic, not random. Such
errors should be treated differently than random er-
rors.

4) The WMO-recommended 30-yr averaging (Table 1)
is close to the OCN for very weak climatic trends
(b � 0.01� yr�1), and the error is identical within the
precision of both tables. Because OCN is updated
annually, however, it is the preferred choice even
with very weak underlying trend, but not as prac-
ticed at CPC (see the paragraph after next). As a
consequence, OCN has two advantages over con-
ventional practice: Noptimal adjusted to the situation
and immediate updates through the last year.

Thus the WMO technique is a good treatment for
very weak climatic trends, and the OCN technique is
good for modest to medium trends with the lead 
 rela-
tively small, but neither has acceptable error for strong
trends and longer leads.

TABLE 2. Optimal climate normals technique: analytical theoretical estimates of Nopt (yr) and 	opt (where opt denotes optimal) for

 � 0 and 10 yr and different lag-1 correlation coefficients g and trends � in climatic records. Values equal to or greater than 0.25 are
shown in boldface.

g � 0 g � 0.1 g � 0.2 g � 0.3 g � 0.5

� � b/� Year Nopt 	opt Nopt 	opt Nopt 	opt Nopt 	opt Nopt 	opt

� � 0.01 
 � 0 27.5 0.05 29.2 0.06 31.1 0.07 33.1 0.08 38.2 0.11

 � 10 22.1 0.09 23.7 0.10 25.5 0.11 27.4 0.12 32.2 0.15

� � 0.02 
 � 0 17.4 0.08 18.5 0.10 19.6 0.11 20.8 0.13 23.7 0.17

 � 10 12.6 0.18 13.5 0.19 14.5 0.21 15.5 0.23 18.1 0.29

� � 0.03 
 � 0 13.4 0.11 14.1 0.12 15.0 0.14 15.8 0.16 17.9 0.22

 � 10 8.9 0.29 9.5 0.31 10.2 0.33 10.9 0.36 12.5 0.43

� � 0.05 
 � 0 9.6 0.15 10.1 0.17 10.7 0.19 11.2 0.22 12.5 0.29

 � 10 5.7 0.56 6.0 0.59 6.4 0.62 6.7 0.66 7.5 0.88

� � 0.10 
 � 0 6.2 0.23 6.5 0.26 6.7 0.29 7.0 0.33 7.6 0.42

 � 10 3.0 1.54 3.1 1.59 3.2 1.64 3.2 1.69 3.2 1.81

FIG. 2. Optimal climate normals: 	(N, g � 0.2, � � 0.05, 
 �
0)—the error of expected value Y(
 � 0) at the very end of an
averaging time interval of N yr for a specified linear trend � �
0.05 and lag-1 autocorrelation g � 0.2 (solid line). Dotted and
dashed lines show separately the averaging 	a(N, g � 0.2) and the
trend-related 	b(N, � � 0.05, 
 � 0) components of the error.
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As mentioned earlier, OCN is currently used at CPC
for short-term climate prediction, 
 � 1 yr, using em-
pirically, not theoretically, estimated optimal averaging
time intervals (for 
 � 1 yr) fixed at 15 yr for monthly
precipitation and 10 yr for monthly temperatures
(Huang et al. 1996; Van den Dool 2006). From Table 2
these averaging periods correspond approximately to
those for short-lead cases with b � 0.03� yr�1 and b �
0.05� yr�1, respectively. As a consequence, the entries
in Table 2 are underestimates of the errors of CPC/
OCN when underlying trends in precipitation and tem-
perature differ much from these values. More specific,
for 
 � 0, CPC/OCN will have larger errors than those
in Table 2 for all cases except b � 0.05� yr�1 and g �
0.1 for temperature and b � 0.03� yr�1 and g � 0.2 for
precipitation. Fixed N is more convenient but is inad-
visable unless Noptimal varies little across a user’s appli-
cations.

The OCN technique is an attempt to account for the
effects of a climatic trend without defining and estimat-
ing the trend itself. Consideration will be given next to
the use of observed data to estimate climatic trends and
to utilize the estimated dependence of expected value
on time. Such an approach should work better than the
OCN for very strong trends.

3. Time-dependent climatic normals

a. Least squares linear trend

Consider again the same (as above) climatic process
y(t) whose random red-noise component has standard
deviation � and lag-1 autocorrelation g. Suppose there
is confidence from independent sources that this record
has a linear trend in expected value Y(t) � a � bt.
Using a least squares technique, the unknown param-
eters a and b and the statistics of their errors can be
estimated through use of an analytical solution ob-
tained by Polyak (1979). A summary of the same equa-
tions is reproduced in Table 2.1 of the English edition
(Polyak 1996). Now the estimates of the expected nor-
mal at the end of the interval and beyond are based on
the fitted trend line. We can use the same (1)–(3) and
(5) equations and definitions as above, but with N now
the length of the time interval used to estimate a and b
in (2), and with a new expression, different from (6), for
trend-related error 	b(N, g, 
), to write

��N, g, �� � �a�N, g� � �b�N, g, ��, �8�

�b�N, g, �� � 
���r � ���2, r � �N � 1��2, and �9�

��
2 � �1 � g���r�2[r � g/�1 � g�]

� �1 � g��r � 1��2r � 1��3��. �10�

As before the first term represents sampling error as-
sociated with estimating the stationary part of the nor-
mal. However, now the second term represents the er-
ror at the endpoint of the estimation interval and be-
yond associated with the slope estimation, not the error
associated with not accounting for the slope at all.

The values of 	(N, g � 0.2, 
 � 0), the error in
expected value Y(t0) at the end of time interval N yr
[used to estimate the trend in Y(t)], are displayed in Fig.
3 (the solid line). Dotted and dashed lines show sepa-
rately the averaging and the trend-related components
of error variance. The first of them (dotted line) is the
same as in Fig. 2. It decreases with an increase of N.
However, the trend-related error (dashed line) also de-
creases with an increase of N, because the error in es-
timating the slope must decrease as the length of the
fitted series with the underlying trend increases. Fur-
thermore, unlike before, the trend-related error does
not depend on the trend, and as a consequence the total
error 	 is random with no systematic component. We
can conclude that the empirically estimated climatic
trend Y(t) � a � bt provides sufficiently accurate un-
biased estimates of expected value of Y(t0) for records
as short as �30 yr in the case of g � 0.2.

Climatic normals, estimated from observations over
a limited time interval, should be useful for predictions
beyond the boundaries of this time interval. Given es-
timated parameters of a linear trend in expected value
Y(t) � a � bt, we can use the same a and b to find
Y(t0 � 
), where t0 is the end of the fitting period N and
t � t0 � 
 is some time in the future. Errors in extrapo-
lated Y(t0 � 
) increase with increasing 
. Theoretical
estimates of the error 	(N, 
) for different N, 
, and g
are shown in Fig. 4.

For all cases in Fig. 4 with g � 0.5, extrapolation of

FIG. 3. Estimates of 	(N, g � 0.2, 
 � 0), the error in expected
value Y(t0) at the end of time interval N yr utilized to estimate
parameters of linear trend (black line). Dotted and dashed lines
show separately the averaging and the trend-related components
of error variance.
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the linear trend 1 yr into the future estimated from N 	

30 has expected error less than the acceptable value of
0.25. For users of climatic information a decade in the
future (
 � 10 yr), trends must be estimated from sig-
nificantly longer (N � 40–50 yr) climatic records for
acceptable precision. In actuality, it is highly question-
able that these longer trend fits are viable in practice
because of the nature of actual trends discussed next.

As a practical matter, virtually all of the current im-
portant temperature trends over the United States
(many exceed b � 0.05� yr�1) have occurred over the
last 30 yr. As a consequence, the only relevant (to cur-
rent climate change) parts of Fig. 4 are those with N �

30 yr. Because of the strong dependence on the redness

(g) of the residual variability, the results in Fig. 4 pre-
clude accurate multiyear extrapolation except when the
1-yr lag correlation is zero or very small, because N
should be constrained to be less than or equal to 30 yr.

It is crucial to account for these considerations in
studies focused on the current climate and on modern
and future climate changes. In these instances, least
squares linear trend fits to the last (prior to 2006) 40–
100 or more years of data will generally underestimate
recent changes and can distort and misrepresent the
pattern of these changes. These problems can be
avoided by following some sound practices for linear
trend estimation: 1) Linear trends should never be fit to
a whole time series or a segment arbitrarily, 2) at a
minimum, a plot of the times series should be examined
to confirm that the trend is not obviously nonlinear, and
3) to the extent possible, the functional form of the
trend should be based on additional considerations.

In this context, note that very large scale trends as-
sociated with global climate change are approximately
linear over the last 30 yr or so but decidedly not over
the last 40–70 or more. This fact is the basis for the
modified approach to linear least squares that will be
examined next. First, however, the relative perfor-
mance in estimation and extrapolation of normals be-
tween the OCN and linear least squares (given an un-
derlying linear trend) will be summarized.

Table 3 shows error thresholds (as a function of red-
ness) expressed as the maximum lead 
 (in years) with
acceptable error, for 30-yr linear trend fits and the
OCN with b � 0.05� yr�1 and b � 0.03� yr�1. The table
reflects a main conclusion of the last section: that the
OCN has acceptable error for modest to moderate un-
derlying linear trends at medium to short leads, respec-
tively. However, it is also clear from Table 3 that 30-yr
least squares linear fits (hinge fits are discussed in the
next section) substantially outperform the OCN with

FIG. 4. Estimates of 	(N, g, 
), the error for extrapolated ex-
pected value Y(t0 � 
) beyond the end of time interval of N yr
utilized to estimate parameters of linear trend; 
 is in years.

TABLE 3. The maximum lead (yr) 
max with acceptable error
	 � 0.25 for different 1-yr lag autocorrelation g and different
projections of an underlying linear-trending normal estimated
from climate time series models. Results for the hinge fit (trend
period is 30 yr, the same as for the linear fit) are for generalized
least squares, which yields small gains over the ordinary least
squares results from the Monte Carlo experiment.


max

g
Hinge fit

(N � 65 yr)
Linear fit

(N � 30 yr)
OCN

(� � 0.03)
OCN

(� � 0.05)

0.0 14 7 8 3
0.1 10 5 7 2
0.2 7 3 6 2
0.3 4 1 5 1
0.5 — — 2 —
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b � 0.05� yr�1 and are competitive (as long as the
autocorrelation in the climate noise is very small) at
b � 0.03� yr�1. The OCN’s advantage with b � 0.03�
yr�1 (as reflected in Table 3) in operational CPC prac-
tice should be less for every g because of the use of
fixed (and suboptimal) averaging periods. Except for
very small g, this overestimation of operational OCN

max will be greater for temperature series than for pre-
cipitation because the latter’s averaging period (15 yr)
is generally closer to the optimal period (Table 2).

The calculations here suggest that 30-yr linear trends
are at least as good for operational purposes for all but
very modest trends (b � 0.03� yr�1), at least for tem-
perature normals (for precipitation normals, OCN’s ad-
vantage is lost for only slightly stronger trends). As
shown in the next section, a modification to the linear
trend fits (based on global climate change consider-
ations) that reduces the trend-related error extends the
useable extrapolation range even further.

b. The least squares “hinge”

Very large scale trends (in global, hemispheric, land,
ocean, etc., seasonal and mean annual temperatures)
associated with global warming are approximately lin-
ear since the mid-1970s but decidedly not when viewed
over longer periods. In particular, smoothed versions of
these series dominantly suggest little change in their
normals from around 1940 up to about the mid-1970s
(e.g., Solomon et al. 2007).

With the reasonable assumption that the strong
trends over North America (and probably elsewhere as
well) in the last 30 yr or so are related to global warm-
ing, an appropriate trend model to fit to a particular
monthly or seasonal mean time series to represent its
time-dependent normal is a hingelike shape. This least
squares hinge fit is a piecewise continuous function that
is flat (i.e., constant) from 1940 through 1975 but slopes
upward (or downward as dictated by the data) there-
after: Y(t) � a for 1940 � t � 1975 and Y(t) � a �
b(t � 1975) for t 	 1975. The choice of 1975 as the hinge
point is based on numerous empirical studies and
model simulations that all suggest the latest period of
modern global warming began in the mid-1970s. The
slope b is insensitive to small changes in this choice.

The hinge shape is clearly the behavior of the JFM
mean temperature series for the climate division rep-
resenting western Colorado (Fig. 5), where the ob-
served series and the ordinary least squares hinge fit are
both shown. Western Colorado temperature was se-
lected as an example for Fig. 5 because it has little or no
ENSO signal, but to first order the hinge dominantly
characterizes the behavior of U.S. climate-division

monthly and seasonal mean time series with moderate
to strong trends, especially for surface temperatures.

The hinge technique was first (and exclusively) used
in 1998 and 1999 by CPC to help to estimate and ex-
trapolate normals for the cold-season forecasts for
1998/99 and 1999/2000, respectively—both winters with
a strong La Niña. After the winter of 1997/98, the great
El Niño winter, it was determined at CPC that the cold
bias in the winter forecast for the western United States
was entirely a consequence of failing to account for a
warming climate. Based on the work of Livezey and
Smith (1999a,b), the warming was associated with glo-
bal climate change.

The hinge fit was subsequently devised not only to
estimate and extrapolate the trends, but to assess more
accurately the historical impacts of moderate to strong
ENSO events on the United States. This signal separa-
tion required the reasonable assumption that ENSO
and global change were independent to first order.
With this assumption, conventional approaches for es-
timating event frequencies conditioned on the occur-
rence of El Niño or La Niña (e.g., Montroy et al. 1998;
Barnston et al. 1999) were modified to account for the
changing climate as well.

The effectiveness of the hinge-fit method for the JFM
2000 U.S. mean temperature forecast is shown in Fig. 6.
The three panels in the figure are conditional mean
temperature probabilities using a version of conven-
tional methods (often referred to as composites; Barn-
ston et al. 1999; Fig. 6a); conditional probabilities using
the hinge for trend fitting and signal separation (Fig.
6b); and the verifying observations (Fig. 6c). The first
steps to construct (Fig. 6b) consisted of hinge fits to the
JFM time series through 1999, calculation of JFM re-
siduals from the hinge fits for past La Niñas, 1-yr ex-
trapolations of the fitted slopes, and addition of the La
Niña residuals to the 1-yr extrapolations to obtain con-
ditional frequency distributions. After some spatial

FIG. 5. January–March mean temperatures for western
Colorado, and the ordinary least squares hinge fit to the data.
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FIG. 6. Probabilities, (a) without and (b) with separate treatment of trend and La Niña, for three
temperature categories (above-, near-, and below-normal equally probable for 1953–97 data) of Janu-
ary–March 2000 mean surface air temperatures for 102 U.S. climate divisions, and (c) the corresponding
observations.
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smoothing, these values were then referenced to three
equally probable categories based on 1953–97.

Note the large differences between Figs. 6a and 6b
and their implications for JFM and the extraordinary
similarity between Figs. 6b and 6c, the forecast and
observed conditions. The year 1966 was used as the
hinge point in these 1999 calculations; use of a more
appropriate mid-1970s point would have produced a
forecast with even wider coverage of enhanced prob-
abilities of a relatively warm JFM.

It is clear from CPC’s and subsequent experience
that composite studies of ENSO impacts that do not
attempt to account for important trends are deficient
from the outset. There fortunately are seasons/areas of
the United States for which recent trends are still weak
but the ENSO signature is strong, for example much of
the Southeast in the winter (Fig. 1). In these instances
the climate analyst can ignore trend to diagnose ENSO-
related effects; otherwise trend consideration is a criti-
cal first step for useful results, regardless of the meth-
ods employed.

Here, to explore hinge-fit expected errors, Monte
Carlo simulations are used to assess the reduction in
error by using a hinge instead of a straight-line least
squares fit. Our expectation is that hinge fits will have
smaller overall error, simply because the use of 35 ad-
ditional years (1940–74) of observations to estimate cli-
mate normals in the mid-1970s will constrain the start-
ing value at the beginning of the trend period.

In effect, the hinge approach reduces the usual over-
sensitivity of least squares linear trend fits to one of the
endpoints of the time series. A particularly important
example of this problem is the pattern of U.S. winter
temperature trends computed from the mid-1970s. The
winters of 1976/77 and 1977/78 were unusually warm in
the west with record cold in the east. Least squares
linear trend fits starting from 1976 or 1977 consequently
tend to overestimate warming in the east and underes-
timate it in the west, leading to maps with far more
uniform warming than the pattern in Fig. 1.

Simulated time series 75 yr in length (to represent
1940–2014) were generated by adding random, station-
ary red noise with standard deviation of 1 and lag-1
autocorrelation g to a constant zero over the first 36 yr
(to 1975) and to an upward linear trend with constant
slope thereafter. Monte Carlo experiments, each con-
sisting of 2500 simulations, were conducted for � � 0.03
and g ranging from 0.0 to 0.5. Straight lines and hinges
were fit with ordinary least squares to each time series
with data spanning 1975–2004 and 1940–2004, respec-
tively. Each fit was then extrapolated linearly to 2014,
and its difference from the specified value of the un-
derlying hinge was computed. The results should not

depend on slope, and this was confirmed by other cal-
culations.

Results in the form of error 	 for both fits at leads

 � 0, . . . , 10 are displayed in Fig. 7. The error 	 for the
hinge is less than that for the straight-line fit for every
point plotted, and its advantage increases with lead and
(mostly) the autocorrelation in the residual noise.

Use of generalized least squares for hinge fits should
reduce expected errors even further; therefore, these
errors were also computed. The gains over the ordinary
least squares results in Fig. 7 are small but meaningful,
and therefore the generalized least squares results are
shown in Table 3. Note that use of the hinge essentially
eliminates OCN’s advantage for all but g � 0.5 (rarely
observed in U.S. climate-division data for � 	 0.03),
and even more so when OCN is implemented in a sub-
optimal fashion with fixed averaging periods. The re-
sults here suggest that a preferred approach would con-
sist of the OCN (with variable averaging period) for
cases with weak trends and the hinge for cases with
moderate to strong trends. Such a strategy would re-
quire hinge fits everywhere first for a preliminary diag-
nosis of the strength of the trend and the redness of the
residual climate noise, to guide the choice of final fits
and for case-by-case specification of OCN averaging in
weak trend situations, respectively.

As a service to the applied climatology community,
maps of hinge-based trends for 3-month mean U.S. cli-
mate-division surface temperature and precipitation for
3 nonoverlapping periods, which, along with Fig. 1,

FIG. 7. Error 	 of climate normal estimates (with � � 0.03) at
leads from zero to 10 yr for ordinary least squares straight-line
and hinge fits to modeled climate time series.
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span the year, are included in appendix A (a more com-
plete set was available at the time of writing online at
http://www.cpc.ncep.noaa.gov/trndtext.shtml). The
data used in all of the maps and time series shown here
and the reasons for their use are also described in ap-
pendix A.

c. Other shapes

Error estimates made in the previous four sections
are directly applicable in practice only when it is rea-
sonable to assume that changes in normals over the last
30 yr are dominantly linear. The possibility that the
shape may be otherwise or unstable is likely the source
of some reluctance to adopt a new, albeit simple, ap-
proach like the hinge fit to replace the OCN. In fact, a
comparison of performances in Table 3 (that are over-
stated for CPC/OCN) for the stronger trends (� � 0.03)
observed commonly for U.S. surface temperatures and
precipitation over the last 30 yr suggest that the hinge
will produce substantial gains even for trends linear to
just first order.

Examples of two U.S. climate divisions (and there
are many) for which � well exceeds 0.03 for JFM mean
temperature but the climate normal since 1975 is not
clearly tracking in a straight line are shown in Fig. 8. In
both cases the mean temperatures seem to have leveled
off (at much higher levels than pre-1980) over the last
20 yr so that the CPC/OCN gives lower estimates of the
2005 normals than does the hinge. For desert California
and the Sierra Nevada (Fig. 8a; � � 0.06) the transition
appears gradual from the mid-1970s, but for north cen-
tral Montana (Fig. 8b; � � 0.04) it looks like it occurred
more abruptly in the late 1970s.

The differences in the character of these time series
and that for western Colorado (Fig. 5; � � 0.06) may be
partially or mostly a consequence of climate noise.
Western Colorado does not have much of a winter
ENSO signal, but the other two locations do and the
respective ENSO impacts are nonlinear (Livezey et al.
1997; Montroy et al. 1998). The possibility that the dif-
ferences are also the result of real differences in local
(or regional) processes also governing recent climate
change cannot be discounted, however. In any case,
climate models universally predict warming to con-
tinue.

Perhaps a better model for time-dependent U.S. sea-
sonal temperature normals is a parabolic hinge, in
which the data can dictate a flatter (semicubical pa-
rabola) or steeper (cubical parabola) growth after the
mid-1970s. Such a model has all the advantages of the
hinge—smooth piecewise continuous fits to a stationary
climate followed by a changing one, utilizing all the
data and allowing straightforward extrapolation—but

with the flexibility to accommodate departures from
linear growth. On the other hand, it is unclear whether
there is a physical basis for this choice. Nevertheless,
this and other techniques, including adaptive tech-
niques that can accommodate changes in slopes, need
to be explored more thoroughly.

More sophisticated low-pass filters than moving
averages (i.e., OCN) are frequently used to smooth cli-
mate time series. These approaches are purely statisti-
cal and do not explicitly address normals as time-de-
pendent expected values, either through use of collat-
eral observational and dynamic model information or
time series models to represent the physical processes.
A good discussion of these methods that emphasizes
the problem of fitting a climate time series near its
current endpoint is by Mann (2004). In that paper, the
best representations of the recent behavior of the
Northern Hemisphere annual mean temperature are
produced with use of different versions of the so-called
minimum-roughness boundary constraint.

From the perspective of the discussions here and in
section 3b, the resulting trends in Mann (2004) are
likely modest overestimates of the rate of recent in-
creases in temperature normals. This is a consequence

FIG. 8. January–March mean temperatures for (a) the Sierra
Nevada and desert California and (b) north-central Montana, and
the ordinary least squares hinge fits to the two time series.
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of cooling trends between approximately 1950 and the
mid-1970s in the low-pass filtered series that are domi-
nantly a consequence of the exceptionally cold 1970s in
North America (cf. Solomon et al. 2007), which in turn
is dominantly a result of an exceptionally cold eastern
United States (mentioned earlier). There is little evi-
dence that these downturns in the filtered time series
are a consequence of other than “climate” noise. In this
context it is also difficult to justify the use of these
smoothed series for separating ENSO impacts from
those of a changing climate, which is another reason (in
addition to overestimation of recent trends) to prefer
hinge fits.

To round out a comprehensive overview of estima-
tion and extrapolation of climate normals, the progress
in developing techniques for the analytical approxima-
tion of seasonal and diurnal dependencies of Y(t) from
available observations is summarized in appendix B.

4. Concluding remarks

It is clear from the analysis here that WMO-recom-
mended 30-yr normals, even updated every 10 yr, are
no longer generally useful for the design, planning, and
decision-making purposes for which they were in-
tended. They not only have little relevance to the future
climate, but are more and more often unrepresentative
of the current climate. This is a direct result of rapid
changes in the global climate over approximately the
last 30 yr that most climate scientists agree will continue
well into the future. As a consequence, it is crucial that
climate services enterprises move quickly to explore
and implement new approaches and strategies for esti-
mating and disseminating normals and other climate
statistics.

We have demonstrated that simple empirical alter-
natives already exist that, with one simple condition,
can not only consistently produce normals that are rea-
sonably accurate representations of the current climate
but also often justify extrapolation of the normals sev-
eral years into the future. The condition is that recent
underlying trends in the climate are approximately lin-
ear, or at least have a substantial linear component. We
are confident that this condition is generally satisfied
for the United States and Canada and for much of the
rest of the world but acknowledge that there will be
situations for which it is not. In this context, two ap-
proaches need to be highlighted:

1) Optimal climate normals are multiyear averages
not fixed at 30 yr like WMO convention but adapted
climate record by climate record based on easily es-
timated characteristics (linear trend and 1-yr re-
sidual autocorrelation) of the climate records. The

OCN method implemented with flexible averaging
periods only begins to fail for very strong underlying
trends (between 0.5 and 1 standard deviation of the
residual noise per decade) or for longer extrapola-
tions with more moderate background trend (see
Tables 2 and 3). Least squares linear trend fits to the
period since the mid-1970s are viable alternatives to
OCN when it is expected to fail (Fig. 4 and Table 3),
but there is an even better alternative.

2) Hinge-fit normals are based on modeling their time
dependence on the known temporal evolution of the
large-scale climate and are implemented with gen-
eralized least squares. They exploit longer records
to stabilize estimates of modern trends in local and
regional climates; therefore, they not only outper-
form straight-line fits (Fig. 7) but even OCN for
underlying trends as small as 0.3 standard deviation
of the climate noise per decade (Table 3).

Given these results, we make three recommenda-
tions:

1) The WMO and national climate services should for-
mally address a new policy for changing climate nor-
mals and other climate statistics, using the results
here as a starting point.

2) NOAA’s Climate Office, NCDC, and CPC should
cooperatively initiate an ongoing program to de-
velop and implement improved estimates and fore-
casts of official U.S. normals.

3) As a first step, NCDC and CPC should work to-
gether to exploit quickly the potential improve-
ments to their respective products demonstrated
here. To be specific, the simple hybrid system de-
scribed in section 3b that combines the advantages
of both the OCN and the hinge fit should be imple-
mented in regular operations as soon as possible to
produce new experimental products.

As new work on climate normals and their use for
forecasts of climate variability and change moves for-
ward, climate analysts need to be cognizant of two
points emphasized in sections 3a and 3b:

1) Linear or other trends should never be fit to a whole
time series or a segment arbitrarily; the functional
form of the trend should be based on examination of
the time series and, to the extent possible, additional
considerations.

2) Any assessment of the historical impacts of ENSO
and their use in risk analysis or prediction must take
into account climate change and, to the extent pos-
sible, separate its effects.

The additional considerations mentioned in the first
point immediately above can include results or insight

NOVEMBER 2007 L I V E Z E Y E T A L . 1771



from state-of-the-art climate models. Until now a dis-
cussion of the role such models can play in the work
and programs we are recommending above has been
deferred. There are two potential uses for models that
best track the large-scale climate and can replicate at
least to first order the variability associated with ENSO
and other important modes of interannual variability
(i.e., the climate noise). Both uses depend on the fact
that the time dependence of climate normals is
“known” reasonably well (at least for some parameters,
places, and seasons) if the ensemble of model runs is
large enough and the runs do not span time scales on
which long-term drift associated with, for example, the
thermohaline circulation becomes important. In these
instances a qualifying model can be used 1) to gain
insight about the functional form of regional and sub-
regional trends and 2) as a tool to test competing em-
pirical methods for estimating and projecting these
trends. Of course, efforts continue to improve the abil-
ity of climate models to replicate the climate compre-
hensively at smaller spatial and shorter temporal scales.
We look forward to when these models can do this
credibly and be directly exploited for computing cli-
mate normals and other climate statistics.
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APPENDIX A

U.S. Megadivision 3-Month Mean Temperature
and Precipitation Trends

Maps of hinge-based trends (section 3b) of 3-month
mean temperature and precipitation for 102 U.S. cli-
mate megadivisions (formed from the original 344) are
shown in Figs. A1 and A2.

Climate-division data are often used at CPC (Barn-
ston et al. 2000; Schneider et al. 2005) instead of station
data because of the noise reduction inherent in aggre-
gating nearby stations that strongly covary on intra-
seasonal to interannual time scales. The original 344
divisions are aggregated to 102 megadivisions mostly
through combination of small adjacent divisions in the
eastern half of the United States. Western divisions are
essentially identical in both datasets. The reduction to
102 was originally done to approximate an equal-area
representation for the United States, which is especially
desirable for principal component–based studies; how-
ever, the additional aggregation provides further noise
reduction for the adjacent, strongly covarying eastern
divisions. Numerous studies reaffirm that the 102-divi-

sion setup is more than sufficient to capture the spatial
degrees of freedom in the coherent variability of U.S.
seasonal mean temperature and precipitation. Mega-
division normals are simple arithmetic averages of
those for the divisions that compose them.

Data spanning from 1941 (1931) to 2005 with the
hinge at 1975 are used to fit the temperature (precipi-
tation) data at each division for each 3-month period.
Combined with Fig. 1, Figs. A1 and A2 span the whole
year. Based on arguments presented in sections 3a and
3b, we believe the trends displayed here more accu-
rately represent modern U.S. climate change than any
previously published.

On each temperature trend map the first color gen-
erally does not represent an important trend. The same
is true for precipitation except for season/locations that
are arid/semiarid. The overall bias for all maps is domi-
nantly warming and significantly toward increasing pre-
cipitation. Note for temperature trends (Figs. 1a and
A1) that 1) the Southwest has warming trends in every
season; 2) west of the high plains the country has sig-
nificant and consistent warming trends winter through
summer (Figs. 1a and A1a,b), 3) trends are dominantly
weak and inconsistent east of the high plains in summer
(Fig. A1b) and autumn (Fig. A1c), and the Southeast
has mostly a weak cooling trend in the spring (Fig.
A1a); and 4) the wintertime trend map (Fig. 1a) is re-
markable, reflecting almost-continent-wide warming
(the exception is Maritime Canada, not shown).

For precipitation trends (Figs. 1b and A2), only the
Northwest (autumn/winter; Figs. 1b and A2a,c) and
Texas (spring/summer; Figs. A2b,c) have large areas of
negative precipitation trends in more than one season
and these are mostly small. Note that much of the crop-
producing United States outside Texas and some of its
surroundings has positive precipitation trends in the
growing season (Figs. A2b,c). There is no indication in
these results of a trend toward more drought nation-
wide. Among several area/seasons where trends are up-
ward, the south-central region in the autumn (Fig. 1b)
stands out as the most notable.

APPENDIX B

Annual and Diurnal Cycles in Climatic Trends

The annual cycle in seasonal mean normals is often
much larger than typical day-to-day weather-related
fluctuations. In addition to season-to-season variations
in multiyear averages, climatic trends also display sea-
sonality. The general approach to approximation of
seasonal cycles in climatic trends has been formulated
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FIG. A1. As in Fig. 1, but for 3-month mean temperature for (a) April–June, (b) July–September, and (c)
October–November.
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FIG. A2. As in Fig. 1, but for 3-month mean precipitation for (a) January–March, (b) April–June, and (c)
July–September.
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by Vinnikov et al. (2002b). The main idea is that instead
of Y(t) � a � bt � ct2 � · · · with constants a, b, c, and
so on, the polynomial approximation of the expected
value Y(t) is written

Y�t� � A�t� � B�t�t � C�t�t2 � · · ·, �B1�

where A(t) � A(t � T), B(t) � B(t � T), C(t) �
C(t � T), and so on, are unknown periodic functions
with period T � 1 yr. Vinnikov et al. (2002a,b) and
Cavalieri et al. (2003) used a linear trend assumption
and a limited number of Fourier harmonics of the an-
nual period to approximate A(t) and B(t) for daily ob-
served hemispheric sea ice extents and surface air tem-
peratures.

Different techniques need to be used for variables
with seasonal cycles that cannot be approximated prop-
erly with a small number of harmonics of the annual
cycle. Such techniques can be based, for example, on
piecewise least squares approximation of periodic func-
tions A(t), B(t), and so on, by algebraic polynomials in
the vicinity of each specific phase of a seasonal cycle.

In addition to the seasonal cycle there is a diurnal
cycle in most climatic records, and there can be diurnal
cycles in trends as well. In such a case, the generalized
coefficient functions A(t), B(t), and so on, in (B1) con-
sist of short-time diurnal variations with a fundamental
period of 1 day superimposed on the longer-period an-
nual cycle (Vinnikov and Grody 2003; Vinnikov et al.
2004, 2006). Such processes are well known as ampli-
tude-modulated signals in radio physics.

This approach has been tested using multidecadal
time series of hourly observations of surface air tem-
perature at selected meteorological stations (Vinnikov
et al. 2004). In addition, application of this new tech-
nique to satellite microwave monitoring of mean tro-
pospheric temperatures made it possible to resolve a
contradiction between satellite and surface observa-
tions of contemporary global warming trends (Vinni-
kov and Grody 2003; Vinnikov et al. 2006).

A limited number of Fourier harmonics is often also
not sufficient to obtain an accurate approximation of
the shape of diurnal cycles. As before, other classes of
periodic functions can be found or constructed to im-
prove approximations of Y(t). In this instance, estima-
tion of Y(t) can be based on patchwise least squares
approximation of periodic functions A(t), B(t), and so
on, by two-dimensional algebraic polynomials in the
vicinity of each specific phase of seasonal and diurnal
cycles.

These techniques can be used also for approximation
and evaluation of climatic trends and cycles in variance,
lag, and cross correlation and in higher moments of the

statistical distribution of climatic variables, in the same
way that the least squares technique is used for approxi-
mation of trends in expected value. Estimates of Y(t)
can be utilized to compute residuals y�(t) for each t.
Then, using the same technique for the variables y�(t)2,
y�(t)3, y�(t)4, y�(t)y�(t lag), x�(t)y�(t), and so on, we can
evaluate trends in variance and other moments of the
statistical distribution of the variables y(t) and any
other variable x(t). This idea has been recently formu-
lated and applied to study trends in variability of se-
lected climatic variables (Vinnikov and Robock 2002;
Vinnikov et al. 2002a). However, no statistically signifi-
cant trends were found in twentieth-century variability
of the large-scale climatic indices that were analyzed.

Studying seasonal (and diurnal) cycles in variances
and lag correlations is necessary if we want to use the
generalized least squares technique instead of the ordi-
nary one to estimate unknown parameters in (B1). Tak-
ing into account the covariance matrix of observed
data, the generalized least squares technique provides a
more accurate estimate of Y(t) and a much better esti-
mate of its accuracy (Vinnikov et al. 2006).
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Present in Waubesa Wetlands, in the Great Fen:

Source: Wisconsin Department of Natural Resources, with citation of its presence in Waubesa
Wetlands by Quentin Carpenter 1995. Toward a New Definition of Calcareous Fen
in Wisconsin (USA). Ph.D. Dissertation, University of Wisconsin-Madison.



WAUBESA WETLANDS: A CASE STUDY OF WETLANDS PRESERVATION  
        

    Calvin B. DeWitt1

ABSTRACT

General strategies and tools for preservation have been applied to Waubesa Wetlands, 4 miles south of

Madison, Wisconsin. Strategies include: individual and organized private ownership; land-use inventories, plans and

ordinances; and acquisition by purchase, gift and easement. Tools include: quid pro quo and management

agreements; first rights of refusal; “crazy-quilt” ownership patterns; and reverter clauses. Local wetland preservation

has positive Impacts upon wetland preservation generally and should be widely used.

INTRODUCTION

This paper presents a case study of local wetland preservation and derives from it a set of
practical strategies and tools of general use. The case study is for Waubesa Wetlands, 4 miles
south of Madison, the state capitol of Wisconsin. These wetlands border the southwest end of
Lake Waubesa, one of four major lakes of the Yahara River chain in Dane County. They are in
the Town of Dunn, a rapidly growing township community of 5000 people distributed across
34.5 square miles on farms, in scattered subdivisions, and in linear lakeshore developments.

Waubesa Wetlands extends 1.2 miles from the lake-edge and covers several hundred acres.
It includes sedge meadows, shrub carrs, emergents, a fen of some 30 acres, an alkaline floating
mat of 30—40 acres, an elevated peat mound, and numerous large springs. It supports an
extensive and diverse animal population including a breeding pair of Sandhill Cranes, a symbol
of the Town of Dunn. The marsh has been under study by numerous University of Wisconsin
classes since 1972 and its postglacial formation from a bay in Lake Waubesa has been the subject
of a detailed study (Friedman, DeWitt, and Kratz, 1979).

HISTORY OF PRESERVATION

Interest in Waubesa Wetlands extends backwards several thousand years, if the
concentration of native American artifacts, campsites and effigy mounds in this and similar areas
around Lake Waubesa (McLachlin) are any evidence.  From the earliest verifiable accounts we

---------
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Reprinted from: Calvin B. DeWitt, 1981. Waubesa Wetlands: a case study of local wetlands
preservation. In: Richardson, Brandt, ed. Selected Proceedings of the Midwest Conference on
Wetland Values and Management. St. Paul, MN: Minnesota Water Planning Board,
University of Minnesota Water Resources Research Center, Upper Mississippi River Basin
Commission and Great Lakes Basin Commission, pp. 491-501.
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know that the mother of two present retired residents on the marsh, Dr. Alice Watts and Mrs.
Mary Sondern, was responsible for conveying to her daughters a high degree of respect for the
Waubesa Wetlands as well as an interest in protecting them in their natural state (Dr. Alice
Watts, 1981, personal communication). Past responsible private use and ownership has been part
of the history of this marsh and accounts in part for its good state of preservation.

The major stimulus for what was to become a major preservation project came in 1965
from the actions of Prof. Carl and Julia Bogholt, wetlands residents whose longtime dream was
to purchase and preserve the entire wetland. When confronted with an apparently certain
condemnation of their land to allow construction of a major power line alongside their home and
across their marsh, they quickly arranged to deed the affected land to the DNR. Since the DNR
agreed to respect the Bogholts* wishes, and since the power company is not empowered to
condemn state land, they were forced to relocate the powerline crossing a quarter mile south. But
shortly thereafter the DNR granted permission for a natural gas line along the donated land, an
action which raised the ire of the Bogholts and guaranteed that they would not be the recipients
of any additional Bogholt land. Nonetheless, 100 acres donated in 1965 was now in DNR
ownership to form the nucleus for further wetland preservation.

Table 1 summarizes the subsequent acquisitions by the DNR and The Nature Conservancy
(TNC) which followed the Bogholt gift.  Additional summaries of the history of Waubesa
Wetlands preservation are given by Voigt (1975) and Sauey and Harris (1980).

Table 1. Waubesa Wetlands Land Acquisition by State of Wisconsin Department of Natural
Resources (DNR) and The Nature Conservancy (TNC)

Acres Year
1. Bogholt Gift to DNR Fisheries 100 1965
2. Berkan Gift to DNR Fisheries 27 1972
3. DNR Transfer of Above 127 Acres

 from Fisheries to Scientific Areas 1974
4. Bogholt Gift to TNC 40 1974
5. TNC Purchase of Clemans Tract 41 1975
6. DNR Scientific Areas Purchase 51 1981

DNR Scientific Areas Easement 13 1981

Total to Date 272
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The gift of Dorothy and Ted Berkan, Sr. of 27 acres which followed in 1972 was
motivated by a love for the marsh and particularly for its nesting pair of Sandhill Cranes which
upon return from their annual migration are fed corn by the Berkans in the adjoining pasture and
even in the Berkans* barn (Dorothy Berkan, personal communications, 1973-1981; also see
Gould, 1972). In 1974 the security of the then 127 acre preserve was increased by its official
designation as State Scientific Area No. 114 by the Scientific Areas Preservation Council of the
State DNR, thereby making It part of the Wisconsin system of Scientific Areas (See Tans, 1974
for a description of this Agency and its program).

But the fen and a large and beautiful spring owned by the Bogholts remained outside the
preserve. Since the spring produces a creek some 50 feet wide and provides the only water access
from the Bogholt farm to Lake Waubesa, it remained vulnerable to development should the farm
fall into unfriendly hands. Prof. Bogholt had been approached on several occasions about the.
addition of his 30—acre fen and large spring to the preserve. But his distrust of and anger toward
the DNR did not make them a candidate for such a gift. An attempt to involve the Head
Foundation, stewards of the Aldo Leopold Memorial Preserve, also failed. Failure this time was
eventually found to be rooted in strongly differing state and national political allegiances. At the
recommendation of Reed Coleman of the Head Foundation, Paul Olson of the Wisconsin Nature
Conservancy was introduced to the Bogholts, in whom they rapidly developed confidence.

The unexpected posting of a for-sale sign by neighboring fanner Russell Clemans
provided the needed impetus for action. Prof. Bogholt agreed to give 40acres including his fen
and spring to The Nature Conservancy on the condition that this organization also purchase the
Clemans* 41 acres. And now, with a suitable recipient of the gift, and agreement by TNC to
purchase the Clemans* tract, an additional 81 acres was added to the preserve for a new total of
208 acres.

The most recent addition, consisting of a sale of 51 acres and easement of 13 acres to the
DNR came in response to a proposal for a small housing development. A new owner of the land
between the Bogholts and Berkans proposed to build a bridge across Swan Creek to allow
construction of homes on uplands bordering the marsh. Individuals and the Town of Dunn
worked to prevent this move using the Town Land Use Plan, testimony to Dane County, and a
court challenge to the County on an action that would have allowed the bridge to be built. During
this tense period of dispute between the various parties, the DNR, now committed to protect and
enhance the new State Scientific Area, entered negotiations with the owner and purchased the
land. The 13-acre easement was donated by Robert and Beverly Aberg.
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This concludes a summary of the preservation of Waubesa Wetlands to date. It suggests
that a major impetus to the formation of the preserve was a. series of threats to the integrity of the
wetlands. This is true enough, but is not sufficient to explain why it all happened as favorably as
it did. These additional reasons are given in the following sections, and are listed in a way that
allows ready generalization to other wetland preservation projects.

PRESERVATION STRATEGIES

The proximity of a major urban area and the emergence of new subdivisions here and there
throughout the countryside clearly allow little time for preservation of Waubesa Wetlands. This
and other such ecosystems face “the preservationist*s dilemma”: not threatened, there may be no
need to save it; threatened, there may be no time to save it. Consequently, the following
simultaneous strategies and tools were initiated as soon as possible, ready to serve any
opportunity for preservation.

1. Responsible Private Ownership and Preservation

Often there are more wetlands or more acreage on a given wetland than are reasonable for
preserve acquisition. For Waubesa Wetlands the goal of a 1000-acre preserve represents a land
value in excess of $1,000,000. Private ownership thus is essential, especially in early stages of
preserve establishment. And there are cases such as the Aldo Leopold Memorial Preserve in
which responsible private ownership is the only approach needed. The strategy of responsible
private ownership and preservation includes: identifying all owners of land within the area to be
preserved; discussing with each owner their personal attitudes and plans; identifying those
owners who are responsive to preservation objectives; establishing, improving, and maintaining
communications with these responsive owners; assist1ng~ them in appropriate ways; and making
them aware of means for secure transfer of land to other responsible owners when necessary.

For Waubesa Wetlands this approach has been both essential and successful. A number of
responsible owners know much about the wetlands they own and the large wetlands of which
theirs are a part. Some have sponsored field trips, meetings, and outings for community and
friends to extend the wetlands knowledge base. Some have prepared wills which assure
continued preservation of the portions they currently own. As pointed out by Laniti (1979):
“Responsible private ownership should be considered the first line of defense in a local open
space preservation strategy. The best way for a person to gain a solid understanding of and
respect for the environment is to maintain a close, continuous relation with a part of it. If enough
people have this opportunity, public environmental protection efforts will enjoy strong local
support.”
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2. Organized Private Ownership: the Leopold Memorial Preserve Model

Although there are some obvious advantages to private ownership, there clearly are
limitations. Two major problems are lack of general agreement on what constitutes good
stewardship, and, the possibility of unsupportive ownership following property transfer. These
problems can largely be solved using the Aldo Leopold Memorial Preserve dual instruments of a
Management Agreement and a First Right of Refusal, details of which are given in the next
section. The unsuccessful attempt to use these tools on Waubesa Wetlands may be due to close
proximity to Madison, resulting in owners* reluctance to enter an agreement which might restrict
their options during an unsettling period of development—induced tax increases. The Leopold
Preserve, however, is proof of the effectiveness of this approach.

3. Inventories, Planning Documents, and Ordinances at the Local, County, and State Levels

Inventories are the basis for plans which are the basis for ordinances and acquisitions.
Thus it is important to check on the inclusion and accuracy of description for the wetland
Identified for preservation, and to assure that this in turn is reflected in subsequent plans,
ordinances, and acquisitions. Often, plans and inventories have not been made, in which case the
advocates for preservation should encourage such to be done. If they haveS been done, they often
must be done at low resolution, and may omit features which can be discovered only after careful
and at least year—long observations have been made.

For Waubesa Wetlands, the timing was ideal for assuring that this wetland was adequately
described by Dane County. First, the inventory was~ being conducted by Jim and Libbie
Zimmerman and Barbara Bedford, which assured careful work from the start. Second, the survey
was being conducted at the same time that extensive
·information being collected on Waubesa Wetlands by University classes was made available to
the inventory team.

At the township level the Town of Dunn used the Dane County wetlands inventory
(Bedford, Zimmerman, and Zimmerman, 1974) as a basis for the Town of Dunn Open Space
Preservation Handbook (Lam, 1979) and Land Use Plan (Town of Dunn, 1979). It was an early
version of this plan which in turn was the basis for adoption of Agricultural Conservancy Zoning
by the Town of Dunn Board (1978). This zoning limited development to one house per 35 acres
on nearly all lands bordering Town of Dunn wetlands. At the county level the Dane County
Regional Planning Commission, sponsor of the inventory, used it in part to designate an open
space corridor system in the Dane County Land Use Plan. And, following adoption of the Dunn
Land Use Plan by the Town Board, the County Board adopted the Dunn Land Use Plan as an
amendment to the County Plan.
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At the State level,  staff members of the Scientific Areas Preservation Council of the
Wisconsin DNR were invited to visit Waubesa Wetlands to conduct an inventory and evaluation.
Information derived from this inventory and evaluation were essential to the eventual designation
of the portions of this wetland owned by the DNR as a State Scientific Area. Knowledge of the
features of a given wetland and the careful documentation of that knowledge usually are
fundamental to its preservation, And, the more broadly that knowledge is recognized and
recorded, the more likely it is tote invoked when the time so requires.

4. Acquisition by Sale, Easement, and Gift

Although extensive purchase of land oftentimes is impossible, purchase often is the only
effective course of action. In the case study, the sale of the Clemans farm was induced by the
need for money, and although the seller was sympathetic to the idea of a preserve, a gift was out
of the question. The prospect of the land coming into unsympathetic ownership had to be met by
actual purchase. In a second instance, housing development appeared to be the alternative and
apparently there was no recourse but to buy the land. Where this was not desired for a remaining
13 acres, an easement was negotiated which guarantees preservation in return for fencing and
limited term firewood rights to adjacent wooded uplands.

Although it appears obvious, It must be said: For gifts of land to be made there must be
both a willing donor, and a recipient acceptable to the donor. It was clear from the case of the
Bogholts that there was a willing donor. But some obvious potential recipients were
unacceptable. The DNR was highly suspect due to their permitting a natural gas line across
wetlands previously given by the donor. Prof. Bogholt was also concerned that the University
might put his lands to uses other than preservation if he should deed them over. And, he was
hesitant about giving land to a foundation whose members had political views different from his
own. These reservations about recipients emerged during numerous conversations with the
Bogholts about the dream of a Waubesa Wetlands Preserve. Fortunately The Nature Conservancy
was an acceptable recipient, was represented by a person with similar political views, and was
willing to enter into a “quid pro quo” agreement with the Bogholts: “If I give 40, you buy the
Clemans 40.”

SPECIFIC TOOLS FOR SUPPORTING PRESERVATION STRATEGIES

In implementing the various strategies presented above the following useful tools were
identified.
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1. Scientific and Educational Use

To substantiate a case for wetland preservation information is needed on its size, biotic
communities, presence of unusual species, processing of water and nutrients, and land ownership
patterns. Although desirable to gather this information by interested citizens, it is useful to do so
by encouraging wetland use in teaching and research by schools, colleges, universities and
agencies. Both educators and researchers are pleased to find undisturbed natural areas available
for their work.. Information gathered by such use can be used for inventories and informing
interested parties. In the case study both educational and scientific use by university, schools, and
naturalist*s organizations served to refine inventories and led to conversations, talks, lectures,
papers, and newspaper articles which helped gain support of individuals, organizations and
government for preservation of Waubesa Wetlands.

2. Feedback to Donors and Supportive Parties

Information about the wetland and progress being made on its preservation is owed to
donors and is important in assuring other Individuals, the public and various agencies that the
project remains an active one. For the Waubesa project, feedback to donors includes a spring
binder notebook, nicely done, with scientific and esthetic descriptions of the donated land, maps
and photos. Supportive parties are also visited periodically and are given published papers and
articles resulting from work on the wetlands.

3. Selection and Support of Candidates for Local Public Office

What happens to a community*s wetlands is not independent of persons elected to public
office. Candidates should be invited to attend “teas” at which their views on the preserve can be
explored along wi-th other items. If not supportive, new candidates must be found who favor
preservation of wetlands and know their values. Arrangements should be made so that the views
of candidates can be widely heard throughout the community. In Dunn, preservation of prime
agricultural lands and wetlands has been the major issue since 1972. Candidates were chosen
based on their support for natural and agricultural systems preservation and these successfully ran
for office. The town*s land use plan and agricultural conservancy zoning are a direct result.
Newspaper articles describing this effort have been compiled by. the Environmental Awareness
Center (1981).

4. Formation of Plan Commission and Keeping Wetlands on the Agenda 
A local plan commission can be a very important asset for preservation of natural

areas. Suggestions on its formation are given by Lamm (1980). The early work of a commission
includes a careful inventory of natural areas, followed by the writing of a land use plan with areas
to be preserved indicated. The plan is used
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as a basis for writing and adopting subdivision and zoning ordinances to make preservation of
designated areas legally defensible. Finally, the Plan Commission enforces the ordinances tn the
courts. In Dunn all of these steps have been taken since 1972, including a legal challenge to Dane
County*s approval of a permit for bridge construction across Swan Creek.

5. Quid pro Quo Agreements

Sometimes a person hesitates giving land to a preserve because others might not do their
part. Or a person might be concerned that a vulnerable parcel outside his personal control also be
added to the preserve. In such cases a conditional gift is possible—a gift which is given only if
another gift or purchase is certain. Such “quid pro quo” agreements offer the advantages of
interesting a potential donor and providing a means for spurring others to act. This approach
proved successful in arranging the gift of the remarkable “Bogholt Deep Spring Tract” to INC.

6. Management Agreements

A management agreement is a quasi-legal document which specifies policies for a
jointly-owned preserve. It is drawn up interactively between supportive owners and signed by
each. The result is mutual restriction of rights for the preserve*s benefit and for the security of
knowing that adjoining property will not be abused. Although this tool has been unsuccessful for
Waubesa, the Aldo Leopold Memorial Preserve uses this instrument along with the First Right as
the primary means of preservation in the rural sand country.

7. First Rights of Refusal

A first Right of Refusal is a legal instrument used to protect a party*s interests in property
not their own. For the exchange of a small fee, the holder of a First Right has 30 days to purchase
property at the price offered by another party. During this period the holder of the right can
investigate intentions of that party including willingness to sign a Management Agreement. If the
party supports the preserve, the sale proceeds. If not, the holder of the First Right purchases the
property. This tool was unsuccessfully tried on Waubesa Wetlands.

8. “Crazy-quilt” Ownership Patterns

As the Waubesa project progressed, it became apparent that land never is fully secure in a
preserve no matter what the ownership. An agency might allow a transmission line or may
“improve” a natural area for the benefit of a species. Such actions may discourage potential
donors and researchers interested in long-term study. “Crazy-quilt” patterns of ownership can
discourage actions by
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different adjoining owners since such actions mutually affect each other. And interspersing
public and private lands can be done so that crossings by roads and transmission lines always
involve public land, thus gaining protection from lands which cannot be condemned. Additional
discouragement for such crossings can take the form of a pattern of ownership which, no matter
what the route, clearly results in difficult legal problems. Although land in private ownership
may pose few legal problems for the party building the road or line, land in a mix of public,
corporate, and individual ownership presents a legal challenge best avoided. A pattern for
maximizing discouragement for crossing of linear services is not in place at Waubesa, but is
possible for a new project.

9. Reverter Clauses on Property Deeds

Reverter clauses are added to deeds and result in a, parcel reverting to the previous owner,
typically TNC, if the purposes of the preserve are violated. Thus, if donors with parcels of the
quality required of TNC wish to make gifts of land to universities, government agencies or
conservation groups they might do so via TNC.

GENERALIZATIONS FOR WETLAND PRESERVATION

This case study of the preservation of Waubesa Wetlands identifies two aspects of
wetlands protection at the local level: its site-specific peculiarities; and its broadly applicable
generalities. By recognizing and appropriately responding to what is site-specific, and what is
broadly applicable, this study advocates using local approaches as effective means for wetlands
preservation.

Adaptation of Strategies and Tools to the Peculiarities of the Local Situation

Each local situation is unique. The wetland itself differs from all others, and so do the
people. The values and perceptions of people differ widely, as applied not only toward the
wetland itself, but also toward neighbors, government, and politics. For a preservation project to
be successful, it is essential that the strategies and tools be carefully adapted to these values and
perceptions. Difficulties, and what appear to be impossible situations often develop. These
should be viewed as challenges to endurance and creativity. In the process of meeting these
challenges, all done in the context of a wetland*s vibrant life and drama, one finds satisfaction.
The work, once recorded as it is here, appears to be overwhelming. It is not. It is a means of
personal fulfillment; it is an opportunity to learn about nature and human nature; it is a valuable
public service.
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General Strategies and Tools

Within the context of the individual peculiarities of a given time and place, the generalities
remain conspicuous. These are listed as five strategies, and nine tools in the sections above. For a
given project at its very beginning, a listing of these strategies and tools might be made, together
with the names and telephone numbers of the persons to be contacted for each. A description
following each of these might then be written and adapted to the local situation. And now the
project has a “launching pad,” adaptive to situations as they arise, responsive to opportunities as
they. emerge, instructive to new recruits as they enlist for the project~

The Importance of Wetlands Preservation at the Local Level

If the comprehensive systems approach to wetland preservation at the local level as
advocated in this paper is adopted, its positive effects go well beyond the target wetland. The
other major wetlands in Dunn—Mud Lake Marsh, Hook Lake Bog, Grass Lake, and Door Creek
Marsh-—have also benefitted. Findings from Waubesa Wetlands have contributed to
understanding the need for wetlands preservation at the county and state levels. Even at the
national level, this local case has made some contribution to understanding of wetlands as
three-dimensional “organisms” of which we only see the “skin” (Friedman and DeWitt, 1978).

A local approach to wetlands preservation is a good one because It provides a focus: an
opportunity to explore an ecosystem in depth with all its ecological, political and human
behavioral Interactions. But the fact is that It*s really not local after all. Its effect Is broad and
wide, and its impact extends well beyond its boundaries to other towns, counties, and states. A
local approach Is worthy of anyone interested in wetlands preservation. And the beauty of It all is
that local projects are within the grasp of local citizens.
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Searching for the Source: The Origin of Deep Spring in the Lower Lake
Waubesa Wetlands

Drew B. Gower, and Daniel J. Cornelius, Gary E. Neu 
The University of Wisconsin
Madison, Wisconsin 53703

Abstract:  Nitrate and chloride concentrations from a variety of locations were analyzed
to determine the source of a high-flow spring near Lake Waubesa in southern Wisconsin.
Water samples were taken from the spring, another nearby hillside spring, Lake
Waubesa, and two proximate wells. The lowest chloride and nitrate
average concentrations of 0.00 and 1.56 ppm, respectively, were recorded from a
municipal well with a depth range of 330 to 810 feet. The highest chloride average
concentration of 59 ppm was recorded from the nearby hillside spring, while the highest
nitrate average concentration of  8.95 ppm was recorded from Lake Waubesa, with the
second highest of 7.51 ppm coming from the hillside spring. The spring's
average concentrations were 32.13 for chloride and 3.99 for nitrate. These figures
indicate chloride and nitrate concentrations decrease as depth below the ground surface
increases and suggest the spring's source likely originates the upper bedrock aquifer.

Keywords:  Springs, purple sulfur bacteria, source analysis, chloride and nitrate in natural
waters

INTRODUCTION

Madison, Wisconsin, like urban areas around the globe, has experienced significant drops in
its groundwater head levels over the past century, resulting in dramatic shifts in surface-
groundwater interactions such as the reverse of Lake Mendota from a discharge to recharge zone
(Hunt et al. 2001). These hydrological shifts are often visible in dry stream-beds and eutrophic
lakes. Local approval of new real estate development requires study and documentation of
potential environmental impacts, but groundwater effects are typically not evaluated. While
serious threat to municipal water supply is likely decades away, diminishing aquifers have an
immediate adverse effect on many natural environments, in particular those dependent on
groundwater discharge.

The location, rate, and geochemical composition of groundwater discharge is determined by
the underlying hydrogeologic units. Bradbury et al. (1999) have defined three primary aquifers
which underlie the Madison area. Closest to the surface is the unlithified aquifer, which is
composed of sandy till, outwash, and glaciolacustrine sediments. Below the unlithified aquifer
lies the upper bedrock aquifer, a solid but permeable sandstone formation.  The lower bedrock
aquifer, separated from the upper bedrock aquifer by a narrow confining layer called the Eau
Claire Aquitard, constitutes the deepest water-bearing layer above impermeable igneous and
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metamorphic formations (Clayton and Attig, 1997). Water travels through and between these
layers according to the distribution of hydraulic head and hydraulic conductivity. Human-
induced alterations from well pumping and decreased recharge area have the potential to reduce
hydraulic head in these aquifers, thereby changing flow paths and potentially disrupting surface
discharge to springs.

One such threatened natural area is the pristine expanse of wetland and aquatic habitat at the
southwestern end of Lake Waubesa, a member of the Yahara chain of lakes. The unique
hydrology of this area includes several small streams, a large and ecologically diverse calcareous
fen, and, the main focus of this paper, Bogholt Deep Spring.  Discharge from these sources
converges in Lake Waubesa’s shallow southern boot, where their colder temperatures and low
nutrient loads could play an important role in inhibiting extensive algae blooms that plague
similar hydraulically isolated areas like nearby Monona Bay. 

Bogholt Deep Spring, tinted bluish-purple by its resident population of purple photosynthetic
bacteria, is one of the most stunning natural features in the region. Under the right conditions, it
appears as a blue spot from the air, standing out from the marsh like an enormous cornflower. It
is also one of the largest springs in the area and creates a pool which provides a habitat for a
number of waterfowl. In order to ensure that features like Deep Spring continue to accent the
landscape for generations to come, it is necessary to determine their susceptibility to
development pressures like groundwater withdrawal and loss of recharge zones. As mentioned
above, this susceptibility is determined in large part by the path that spring water takes within the
subsurface. By defining the hydrogeologic units through which the water flows, it is then easier
to predict the impact of development on discharge at the spring. The goal of this paper is to
determine the units which contribute significant amounts of water to Deep Spring and make
suggestions on how to structure development so as to minimize disruption to the spring.

METHODS
Field Work

Deep Spring is located in a narrow slough connected to Lake Waubesa.  Discharge occurs at
the center of an inverted peat cone approximately 15 feet in diameter and 24 feet deep. The
center of this cone was located using a combination of depth finder measurements and soundings
with a Van Dorn sampler.  Once this point was located, samples were collected at specific depths
in the overlying water column using the Van Dorn sampler.  Approximately 250 milliliters of
water from each sample were coarsely filtered to remove organic debris and then placed inside a
glass collection bottle. Dissolved oxygen measurements using a Yellow Springs model 51B
oxygen probe were also measured up to 10 feet below the water surface in order to verify that
oxygen levels decreased with depth.

Surface water comparison samples were collected from the shore of Lake Waubesa at
Goodland Park and from both Swan and Murphy Creeks at their intersections with Lalor Road.
Groundwater comparison samples were chosen based on their proximity to Deep Spring and also
on the depth at which the groundwater originates. One small spring, hereafter referred to as
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Drinking Water Spring, emerges from the uplands to the West of Deep Spring.  Although the
source of Drinking Water Spring is not known conclusively, its location on the hillside suggests
that it is formed by the intersection of the dipping land surface with the water table.  Samples
were collected from Drinking Water Spring at both the discharge point on the hillside and also at
several sand boils located within the spring pool.  Samples were also collected from Wisconsin
Department of Natural Resources well #8 at the Nevin State Fish Hatchery. The well is open at a
depth of 180 feet below the ground surface and has an artesian discharge of 400 gallons per
minute.  The final groundwater samples were collected from Madison Water Utility well #30
which is open at a depth of 810 feet.  Collection procedures at all sites were similar except for
those samples from WDNR #8 and MWU #30.  These samples were not filtered because of the
assumed absence of organic matter.  Figure 1 shows the aerial distribution of sampling points.
Once out of the field, the samples were then frozen in order to prevent further microbial activity.

                                                   Figure 1. Arial Distribution of sampling points.

Laboratory Analyses

Samples from the bottom of Deep Spring, from the shore of Lake Waubesa, from the hillside
at Drinking water spring and from MWU #30 were thawed in order to remove approximately 5
milliliters of water from each sample. These volumes were each acidified with 5 milliliters of a
1% nitric acid solution and sent to the University of Wisconsin Soil & Plant Analysis Lab to be
tested for total dissolved cation concentrations.

The remaining samples were thawed shortly before analysis. Each sample was again filtered
through a 0.1 micron filter to remove any iron colloids which may have precipitated during
freezing. A 0.5 milliliter volume of each filtered sample was then removed for anion analyses.
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                    Deep Spring Photographs

Upper: 
Deep Spring is at the “toe” of the “stocking” that is joined by another large spring
at the “heel” of the stocking.  These, together with springs along “Deep Spring
Whisker” which extends outward (south) of the “toe” joins with the other springs
to produce Deep Spring Creek which flows as a stream of about 50-feet wide into
Lake Waubesa.

Upper: 
The Great Fen lies to the south of Deep Spring Creek and receives groundwater as
a diffuse upward flow across its expanse toward Murphy Creek on the right and
across the area to the south.

Upper: 
Swan Creek is shown at the left with its wider upper branch originating upstream a
few hundred feet, and its narrower lower branch being the main stream that
originates in Fitchburg, enters the Town of Dunn and crosses Lalor Road on its
way to Waubesa Wetlands.  Its surface waters are continuous with the groundwater
that underlies the wetland between Swan Creek and Deep Spring Creek.  Not
shown is Drinking Water Spring at the interface of the Waubesa Wetlands and the
hillside west of Waubesa Wetlands whose flow enters the photograph at its right
edge above the white triangle on the lower right.  Its flowage begins as a surface
water stream, but soon moves under the surface of the peat to flow beneath the
surface toward Murphy Creek.

Lower: 
Deep Spring is at the “toe” of the “stocking” and shows the presence of purple
bacteria in the purple color here.  The fen extends upward in the photo from shrub
carr to highly stunted shrub carr whose diminutive botanical physiogomy is driven
by cold uprising groundwater rich in calcium and magnesium.

Lower:
 The “Heal Spring” at the “heel” of the stocking shows a ring of Lemna around the
center of its upflow, and Lemna occupies other low-flow areas in this spring
system.  Bright green submerged vegetation, barely visible in this photo but
periodically abundant, is Spirogyra.

5



Nitrate-N and chloride concentrations were chosen to differentiate between waters of different
depths since they commonly originate from fertilizer and road salt application at the land surface.
Since these anthropogenic inputs vary both temporally and geographically, their residues may be
used to constrain both recharge areas and travel times (Swanson et al., 2001). These anions  were
measured using a Dionex ICS-1000 Ion Chromatography System. The samples were tested
alongside standard solutions of known concentrations in parts per million (Table 1) and de-
ionized water. Once the analyses were complete, the standard concentrations were compared to
the ICS-1000 output in microsiemen minutes in order to produce standard curves which were then
used to compute nitrate and chloride concentrations for the samples.

     Table 1. Concentrations of chloride and nitrate-N in standards.
.

Standard # Nitrate-N Conc. (ppm) Chloride Conc. (ppm)

1 1.03 1.02
2 3.03 10.32
3 5.15 30.34
4 10.13 50
5 15.08 80.23

RESULTS

 Table 2 shows the concentrations of nitrate and chloride measured in each sample, along with
averages for each sampling location. Although care was taken to ensure repeatability, standard
checks showed that machine drift occurred by as much as 25% of original concentrations.  The
results given by samples taken at Deep Spring show a small (CV=0.12) variation in nitrate
concentrations but a larger (CV=0.37) variation in chloride concentrations. This variation in
chloride samples is almost entirely due to the presence of one outlier, however, and may represent
contamination by another source or analytic error.  Samples taken from Lake Waubesa show large
(8.95 ppm) average nitrate concentrations but small (3.48 ppm) average chloride concentrations.
The small chloride concentrations are surprising given that published data on chloride
concentrations in Lake Waubesa show values in excess of 40 ppm (Hausbeck et al., 2004). The
values given in this study could represent temporal or physical heterogeneities in concentrations
and should not be taken as representative of the lake as a whole.

The results also show differences among waters from the three groundwater sampling
locations. Water emerging from well MWU #30 exhibits low average concentrations of nitrate
(1.56 ppm) and chloride (0.00 ppm) compared to 5.55 ppm and 33.36 ppm at WDNR #8 and 7.51
ppm and 59.41 ppm at Drinking water spring. The coefficient of variation among samples
collected at both locations at Drinking water spring was similar (CV=0.12) to that seen among the
nitrate samples at Deep Spring, suggesting that the both the hillside and sand boil locations have a
common source.  The cation concentrations in the samples sent to the University of Wisconsin
Soil & Plant Analysis Lab were unavailable due to a machine malfunction and will not be
considered in the remainder of this study.
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Nitrate-N Conc. (ppm) Chloride Conc. (ppm)

Deep Spring Surface (0’0” †) 3.29 21.62
Deep Spring Surface (0’0” †) 3.71 24.98
Deep Spring Middle (10’2” †) 4.11 28.43
Deep Spring Middle (12’6” †) 3.98 28.50
Deep Spring Middle (14’0” †) 4.50 32.69
Deep Spring Bottom (22’3” †) 4.10 57.95
Deep Spring Bottom (23’5” †) 4.21 30.77
     Average 3.99 32.13
    Coefficient of Variation 0.10 0.37

Lake Waubesa 8.65 2.94
Lake Waubesa 9.25 4.01
     Average 8.95 3.48

Swan Creek 5.33 17.81

Murphy Creek 6.73 34.24

Drinking Water Spring (sand) 8.13 65.36
Drinking Water Spring (sand) 6.02 46.87
Drinking Water Spring (hillside) 8.25 61.17
Drinking Water Spring (hillside) 7.64 64.25
     Average 7.51 59.41
    Coefficient of Variation 0.12 0.12

WDNR #8 (180’‡) 4.88 28.50
WDNR #8 (180’‡) 6.21 38.21
     Average 5.55 33.36

MWU #30 (810’‡) 1.56 0.00
MWU #30 (810’‡) 1.55 0.00
    Average 1.56 0.00

Table 2. Individual and averaged concentrations of chloride and nitrate at sampled locations.
† Refers to depth below the spring pool surface
‡ Refers to depth below ground surface
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DISCUSSION

The results show that the nitrate and chloride concentrations in groundwater samples
correlate well with the depth at which the sample originated. The depths are, in turn,
representative of the hydrogeologic unit through which the water flows and the residence time
that the water spends within the ground. The water discharged from Drinking water spring
most likely travels through the shallow unlithified surface aquifer and has a relatively short
residence time on the order of 1 to 10 years (Swanson et al., 2001). Alternatively, the waters
flowing upwards out of WDNR #8 originate at depths of 180 feet, and MWU #30 has an open
depth range of 330-810 feet below the ground surface which places their sources within the
upper bedrock aquifer and lower bedrock aquifer, respectively (Bradbury et al., 1999).
Swanson et al. (2001) estimate that similar waters in the upper bedrock aquifer may have
residence times from 10 to 15 years and speculate that water within the lower bedrock aquifer
may have residence times as long as or greater than 50 years. 

The longer residence times in the lower bedrock aquifer may constrain discharge from
wells or springs to waters which recharged before road salt and fertilizer application became
commonplace. The nitrate-N and chloride concentrations observed in samples from MWU
#30 fit this model since they are much lower than those seen in other locations. Although
Hausbeck et al. (1999) report chloride concentrations in excess of 100 ppm in one of the deep
wells, this well is no longer in use and may have been contaminated. Waters originating in the
unlithified and upper bedrock aquifers are generally more difficult to differentiate since both
would have been exposed to road salt and fertilizers. Nitrate and chloride concentrations in
both these waters would instead depend only on the land usage in the recharge area and in the
case of nitrate, on the microbial activity occurring within the subsurface. Nevitzky (1978) saw
the highest chloride concentrations entering the Nevin wetland in surface water input, but
Swanson et al. (2001) saw similar concentrations in the unlithified and upper bedrock sources
and suggest that nitrate and chloride concentrations from water in the unlithified aquifer may
be more responsive to discrete application events. They could be expected, then, to show
more seasonal variability than concentrations of these anions in water from the upper bedrock
aquifer. The samples in this study, however, were all collected on the same or similar dates,
preventing such a comparison.

 The above relationships between hydrogeologic units and their waters are instrumental in
determining the source for Deep Spring. The lower bedrock aquifer exhibits very low chloride
concentrations which may mix with the >40 ppm concentrations in Lake Waubesa to produce
the observed intermediate concentrations. Such a situation, however, might be expected to
show chloride concentrations close to zero at the bottom of the spring pool and a gradual
increase in concentration closer to the surface. The samples taken at Deep Spring show the
opposite relationship, suggesting that water from the lower bedrock aquifer is not present in
appreciable quantities. 

The presence of purple sulfur bacteria, however, would indicate low oxygen levels that
point to a source long-removed from exposure to atmospheric oxygen. Although dissolved
oxygen levels were shown to diminish with depth, values at the deepest depth (10 feet) still
showed significant oxygen and do not indicate completely anaerobic conditions. Burke et al.
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(1973) observed that purple nonsulfur photosynthetic bacteria more oxidizing environments
and are morphologically almost indistinguishable from purple sulfur bacteria. Although no Eh
measurements were taken at Deep Spring, the presence of nitrate in the water samples and the
absence of a distinct hydrogen sulfide odor, suggests that the spring pool habitat may favor
purple nonsulfur bacteria over purple sulfur bacteria. If the colony in the spring pool is
actually purple nonsulfur bacteria, then oxygenated water from a shallow source would be
consistent with the bacterial presence.

The chloride concentrations from WDNR #8 match up the best with chloride
concentrations observed in Deep Spring. Although average nitrate-N is about 30% lower in
the spring water, the amount of organic matter contained in the peat may allow for a slight
reduction of nitrate within or below the spring pool. Nitrate-N concentrations observed at
Deep Spring show slightly higher concentrations at the bottom of the spring, implying that if
higher nitrate levels were present at the source, they may be reduced as spring discharge flows
past sediments in the peat cone.

As mentioned above, it is difficult to differentiate water from the unlithified aquifer and
water from the upper bedrock aquifer since heterogeneity at recharge zones does not allow for
common characteristics between all waters from one unit. Assuming, however, that the
recharge areas are similar for both WDNR #8 and Deep Spring, the upper bedrock aquifer is a
possible water source. Seepage from the unlithified aquifer is also possible, although given
the low chloride concentrations in Deep Spring relative to Drinking water spring, it is difficult
to imagine that these two springs share common recharge areas. Most likely, the spring
discharge is a combination of waters from the upper bedrock aquifer and diffuse seepage from
around the wetland area. This interpretation makes geologic sense as well. Given the presence
of the wetland, it is reasonable to assume that the area functions as a regional surface water
discharge point. At the same time, it has been shown that the upper bedrock aquifer contains
layers of high hydraulic conductivity which transport water to points near the Yahara lakes
where glacial valleys have cut into the bedrock sequence and allow discharge through the
undifferentiated till (Swanson et al., 2006).

CONCLUSIONS

The results above suggest discharge to Deep Spring originates primarily as flow in the
upper bedrock aquifer and possibly as diffuse seepage out of the unlithified aquifer. Given
these two sources, it is important to recognize the development activities which may
adversely affect spring flow. Since recharge to the upper bedrock aquifer may occur at points
distant from discharge areas, simply creating a buffer immediately surrounding Deep Spring
is not sufficient to protect it. Flow paths within the upper bedrock aquifer may be identified
through computer models and used to predict the recharge areas to Deep Spring. These areas
should then be developed in such a fashion as to maintain permeable surfaces and reduce
runoff and evaporation. As the residence times along these flow paths can also be several
years, the lag time necessary to see the effect of land use changes should also be taken into
account (Hunt and Steuer, 2001).
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